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ABSTRACT

The general purpose of this study is to investigate noise
transport in crossed-field devices. The present study refers to injected-
beam crossed-field devices, but the results could easily be aplied to
the investigation of analogous phenomena in magnetrons and other types
of crossed-field devices utilizing non-Cartesian geometry.

Most of the material in this report relates to noise transport
in the electron gun region, but some results based upon the Llewellyn-
Peterson equations and experimental studies refer to noise transport in
the interaction region also. The results obtained for the gun region
could easily be applied to cycloiding beams in the interaction region.

Appropriate Llewellyn-Peterson ejuations are derived by taking
into account both current density components, and the final noise trans-
port equations are written in a general form so that these coefficient,
could be evaluated for any physical model for which the velocity
components and their time derivatives are specified. These coefficients
are evaluated in the gun region for different physical models and for
several particular cases. For the interaction region these coefficient,:
are evaluated for ideal conditions as well as for arbitrary input
conditions which will usually lead to cycloiding beams in the interaction
region. The velocity fluctuations are decreased while the current
fluctuations are increased providing the perturbation fr64uency is
increased. The perturbations are found to increase as w /c is increased.

On the basis of a Maxwellian velocity distribution, expression.-
are derived for the space-charge density and voltage distribution in the
potential minimum region and the gun region. From the boundary conditions
the unknown parameters Ym and Vm are evaluated for a special case and
several d-c parameters are evaluated for two values of the cyclotron
frequency. Introducing a small-signal perturbation in the d-c paramters
and using the equations of motion for an electron along with Maxwell'-
equations permits the determinantal equation to be derived. This
determinantal equation is solved for several cases in order to determine
the propagation of a perturbation originating at the potential minimum.
The synchronous wave and the two space-charge waves are attenuated during
the earlier part of the cycloid. During the latter part of the first
half cycloid the synchronous wave is increasingly attenuated while the
two space-charge waves are amplified. These results are compared for
several values of w and w.

In the Monte Carlo technique, the equations of motion for an
electron are numerically integrated to determine the position and velocity
coordinates. Electrons are generated in a random manner and the t-to
velocity components and the emission time associated with these electrons
are also generated in a random manner. In the first phase of the program
some initial conditions are specified in order to fill the diode. In the
second pasae the electrons drift according to the space-charge fields
determined by the distribution of the electrons. The three-dimensional
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space-charge potential is derived using Green's function and is self-
consistent. In the third phase the instantaneous velocity components and
the electron distribution are determined for a larger number of unit time
intervals. Fluctuations in the current and velocity components are
determined in order to evaluate the spectral power densities and conse-
quently the noise figure of the various portions of the beam.

It is found that the current fluctuations are greatly reduced
because of the presence of the potential minimum although the velocity
fluctuations are not reduced but increased as the beam is accelerated.
These velocity fluctuations are decreased as the beam is decelerated.
However, in traversing a complete cycloid there is an overall growth in
the velocity fluctuations which are larger at the inner edge of the beam.
The slow and fast space-charge waves experience similar changes although
the overall growth for the slow wave is larger than that for the fast
wave in traversing a complete cycloid. Similarly there is an overall
increase in the value of the noise figure in traversing a complete
cycloid and this value is found to decrease as the frequency is increased.

The dependence of the frequency and the strength of the r-f signal
as a result of internal oscillations on the various d-c parameters are
measured experimentally. It is noticed that these oscillations can be
controlled by adjusting the d-c parameters. The effect of one beam on
the other as a result of bending of the first beam in a crossed-field
geometry is discussed. The emission from one part of the cathode is
considerably affected due to bending of the beam from the other part and
thus causing a space-charge depression in front of the first part. The
electron equivalent temperature is evaluated from volt-ampere character-
istics. The dependence of the propagation of an r-f signal injected
near the cathode on the various d-c parameters is measured. Variation
of the r-f signal along the beam in the interaction region is also
measured. The propagation of a signal along the beam can be controlled
by adjusting the various d-c parameters. This study has been limited
up to 250 mc since for higher frequencies the direct r-f transmission
is found to be very high and any change due to the presence of the beam
cannot be detected.
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CHAPTER I. INTRODUJCTION

1.1 Noise in Crossed-Field Devices

Noise phenomena in conventional magnetrons and injected beam

crossed-field devices have drawn considerable attention ever since

their initial developnent. The maximum available output of these

devices is always limited by the presence of this noise.

It has been found experimentally that the large amplitude noise

in crossed-field devices appears under space-charge-limited operation

and this noise disappears (or at least is significantly reduced) as soon

as the operation of the cathode is changed from space-charge-limited to

temperature-limited.

Basically crossed-field devices* employ electron beams which

travel at right angles to mutually perpendicular d-c electric and mag-

netic fields. Different versions of these devices all involve an inter-

action between the electron beam and an electromagnetic wave traveling

on a slow-wave structure. These devices are characterized by high

efficiency, electronic tunability and reasonable bandwidth but, because

of a relatively high noise output, their full potential has not been

reached. It has also been found that an electron beam traveling in a

drift region of the crossed-field device with no slow-wave structure

gives rise to an mplification of the signal an this phenomenon is

usually referred to an diocotron gain. Becaune of the 4evelopont of

* In crossed-field devices (also known as M-type devices) the energy
transfer frm the electrons to the wave Is accamosnaed by a fall in
the potential energy of the elctrcs. * n 0-typ devices there w*'
no static transverse fields and the energy transfer from the elea-
trons to the wave is acccamoed by a ens of the kinetic energ of
the electrens.
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new crossed-field devices such as the M-carcinotron, the amplitron and

the magnetron amplifier, a great interest has developed in the study of

noise in crossed-field devices and a determination of the best possible

noise performance.

The study of noise in electron devices is almost as old as the

devices themselves. The first studies of noise were quite theoretical;

for example, in the field of instrumentation it was felt that noise

would eventually limit the sensitivity of the measuring instrument, but,

since the limit was far from attainment, the problem of noise was not

considered serious. Similarly radio communication in the broadcast and

high frequency bands had little need for supersensitive receivers, since

the limiting noise was generated outside the receiver in the atmosphere.

The need for increased receiver sensitivity led to the requirement for

low noise electron devices and in the past decade considerable attention

has been given to the study of noise generation and propagation.

Noise in a practical system is due to the various components

such as resistors, capacitors, measuring instruments, oscillators, ampli-

fiers, etc., and may be present due to several reasons such as thermal

noise, shot noise, partition noise, flicker noise, etc. The main source

of noise in electron devices is considered to be the shot noise which

occurs essentially due to the discrete nature of emission of the elec-

trons from the cathode. The mean square value of the Fourier coeffi-

cients i of the fluctuation in the emission current I 0 in a bandwidth

f is given by

J 2 i , (1.1)
a 0



where I is the electronic chare. This formul for shot noise current

for a diode is valid when the transit angle from the cathode to the

anode is much less than one radian.

Whether the output noise in a practical device will be less or

more than the shot noise depends upon the effect c£ the potential min-

imum and the manner in which noise is propagated along the beam. Some

instabilities in the beam due to space-charge or edge effects may also

modify the noise content.

In 0-type devices, such as the klystron and traveling-wave ampli-

fier, the potential minimum plays a sorting role and the fluctuations

in the current crossing the potential minimum are not as large as the

fluctuations in the emission current from the cathode. The potential

minimum in O-type devices has been extensively studied by Siegman 1,

Watkins2, Bloom8 and Whinnery4 and their studies have led to an equiv-

alent resonant circuit for the potential minimum. The resonant frequency

of this equivalent circuit is equal to the plasma frequency corresponding

to the space-charge density at the potential minimum. From this study

the effect of the potential minimum as a sorting means has been

calculated particularly at high frequencies. The potential minimum in

crossed-field devices may also be approximated by an equivalent resonant

circuit although this does not help very much in giving an understanding

of the noise behavior in crossed-field devices.

The study of the potential minimum and the transmission-line

analogy5 for electron beme. in 0-type devices has led to a better

understanding of the noise phenomnon and has been useful in obtaining

a considerable reduction of noise figure of these devices, namely, from

* Sup script mobers refer to references listed in the bibliography.
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about 12 db originally given by Pierce' to about 3-4 db in the present

day technology. With the growIng desire of low-noise devices, now

devices such as the parametric amplifier, maser amplifier and laser

amplifier have also been developed.

The study of noise in crossed-field devices is in a stage of

infancy and, in order to achieve the maximum potential of these devices

in terms of high efficiency, large power output, electronic tunability

and larger bandwidth, a great deal of theoretical as well as experi-

mental study of noise in these devices is required. The most recent

studies on magnetrons and injected-beam crossed-field devices seem to

indicate that the presence of noise is independent of the geometry and

is an inherent property of the crossed electric and magnetic field

configuration which exists in the gun region. The phenomenon and origin

of this noise, though not yet completely understood, are important in

the operation of magnetrons and injected-beam-type crossed-field devices.

It was suggested by Professor J. E. Rowe that the origin of the

noise in crossed-field devices is very likely due to the presence of

the potential minimum and/or due to a nonlaminar flow expected to be

maximum in the gun region because of the right-angle bend in the beam.

Again this nonlaminar flow seems to be reduced considerably in tem-

perature-limited operation of the tube because of the absence of noise.

A study of noise propagation in the gun region is equally important.

Evidentally the effect of space -charge -limited operation of the crossed-

field devices is contradictory to that of space-charg -liiated operation

of O-type devices as far as the noise behavior Is concerned. It Is for

these reasons that the study of noise transport In the gn region of

the crossed-field devices Is Important. A mitivelocity analysis In a



spsce-charw-limited device is also desirable. Because of the ease of

solving problems in a cartesian coordinate system and because of the

difficulties involved in handling beam re-entrant problems in magne-

trons, the present study pertains to planar crossed-field devices.

1.2 Previous Studies of Noise in Crossed-Field Devices

As mentioned in Section 1.1, the noise problem in crossed-field

devices has drawn considerable attention ever since their first use.

This noise was found earlier in magnetrons and was mentioned by Sproul 7 ,

Maypere and others. The maximum available output power from a magnetron

is always limited because of the presence of this noise which is also

associated with the presence of a finite current in the anode even

beyond cutoff conditions 9 . In the last few years a great deal of ana-

lytical, as well as experimental, work concerning noise has been carried

out on injected beam crossed-field devices (also known as planar crossed-

field devices). Epsztein' ° , Van Duzer" and Little-Rupel-SMith' 2 have

mentioned the presence of noise in injected beam crossed-field devices

only under space-charge-limited conditions. The noise power is very

large and in Epsztein's experimental study this noise was so intense

that it could easily be detected by means of an ordinary radio broadcast

receiver located a few meters away from the tube. The most recent

studies on magnetronn and injected beam crossed-field devices indicate

that the presence of noise in these devices is independent of the

geametry and is accoupanied by a large fraction of the electron beaom

collected on the sole, even though it may be many volts negative with

respect to the cathode from which the beaum originated. This penomenon

was extensively studied by Miller, an a sewaented sole noise analyser.

,: .'"',;' ,,;,,,% ' , '" -;. ; -" . &, - :",''," '', ° ' &'' ,, '; ' ." ..f ., . W';, 
' ,
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A recent experiment by Anderson 14 on an M-type backward-wave

amplifier using an electron gun design based on an analysis by Kino"

also indicates the presence of noise accompanied by a comparatively

small value of sole current. The possibility of obtaining a more lam-

inar flow and the presence of low noise with a Kino gun design seems to

indicate tha the noise in crossed-field devices may be due to nonlam-

nar flow as suggested above and may be reduced considerably by a proper

design of a crossed-field gun.

Small-signal and large-signal analyses of crossed-field devices

have been carried out by many authors, but their analyses have been

restzxcted to the interaction region and very little effort has been

made to apply them to the gun region, primarily because of the increased

number of dependent variables such as the y- and z-component velocities,

space-charge density, etc. Any perturbation or noise in the region of

the potential minimum will propagate along the beam in a crossed-field

device in quite a different manner compared to that in 0-type devices.

This perturbation at the cathode in crossed-field devices will also

grow, due to the liocotron effect which arises due to the velocity

slipping nature of the crossed-field beams. An expression for diocotron

gain in the interaction region has been derived by Gould'6 assuming that

the y-component of the d-c electron velocity is zero. This assumption

is not valid in the cathode region and the dimensions of the beam do

not remain constant as the beam progresses from the cathode to the

interaction region. The study of the propagation of some perturbation

at the potential minimum along the beam under space-charge-limited

operation with multi-valued initial velocity is of prime Importance in

understanding the noise behavior of injected beam crossed-field devices.



However a great deal can also be learned by considering the propagation

of some perturbation which assumes a single velocity flow with mean

square fluctuations at the potential minimm and a finite value of the

d-c current density.

Van Duzer" has carried out an analysis for the noise transport

in crossed-field devices for a Kino gun design and the metiod is based

upon that of Llewellyn17 in obtaining the Lleellyn-Peterson equations's

for a one-dimensional 0-type diode. Van Duzer's analysis involves the

y-component of the d-c velocity in most of the denominators of the noise

transport coefficients and thus his analysis is limited in use because

the y-component d-c velocity is zero both at the cathode and the entrance

to the interaction region when in.' ial velocities are neglected. This

causes a singularity at the two p.-es and the small-signal analysis

assumption is completely violated. Rando'9 has modified Van Duzer's

analysis and the noise transport coefficients obtained by Rando involve

the total electron velocity in the denominator, which results in Justifi-

cation of the small-signal analysis assumption. However, neither Van

Duzer's analysis nor Rando's modification takes into account the

z-component current density fluctuations. The use of these analyses as

such is limited to the Kino gun model and as shown in Appendix D of this

report it seems that the two analyses are valid for low frequencies only.

Twiss2° has described a density method for determining the d-c

parameters such as current density, velocity components, etc., but this

analysis does not take into account the initial tangential velocity for

determining the normal critical velocity. Only those electrons for

which the initial normal velocity is greater than the noml critical

5 velrocty will be able to cross the potential minixm brrier and the



other electrons will be reflected back toward the cathode. It has been

found in the present analysis that the contribution of the initial

tangential velocity in the potential minimum region is quite important.

According to the author's information no effort has been made as yet to

solve the characteristic equation in order to determine the propagation

constants in the gun region. Needless to say these propagation constants

are to be solved for different points in the gun region because the d-c

parareters vary continuously in the gun region.

During the last few years a great interest has developed in the

Monte Carlo technique for studying noise phenomenon in electron devices.

Because of the close simulation of an actual device by this technique

and because the assumption of a small-signal analysis is not necessary

in this method, it is considered to be much superior to the density

method. This technique was first applied to a one-dimensional 0-type

device by Tien and Moshman2 1 , assuming that the diode is short circuited,

so that the a-c fields due to the variations in the current are

neglected. Dayem and Lambert 2 2 have used this technique for an open-

circuited diode and have taken into account the effects due to the

discrete and noninfinite nature of the data available from the computer.

C. Wen* has also used the Monte Carlo method in a two-dimensional 0-type

device noise study. The various limitations in evaluating the noise

characteristics from a statistical analysis particularly for a discrete

and noninfinite data have been discussed by Blackman and Tukey".

Because of the greater accuracy of the Monte Carlo method as compared to

other methods such as the density method where a smll-sigal analysis

Slectron Physics Laboratory, The University of Mich4a, forthcoming
reprt.
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assumption is made, it has become desirable to apply this method to

study noise in a crossed-field diode.

A great deal of experimental work concerning noise in crossed-

field devices has been done at the CSF Laboratories in France. By

biasing some electrodes near the cathode it has been made possible to

reduce t: .e noise content considerably, but there has not been a clear

understanding of this noise reduction technique. It has been noticed

that the ratio B/Bc, where B is the actual magnetic field intensity and

Bc is the cutoff magnetic field intensity, plays an important part in

the amount of noise output in an actual crossed-field device. By intro-

ducing a screen grid electrode between the cathode and the gun anode,

the noise content has been considerably reduced. In spite of these

noise reduction methods, the noise output is still larger than shot

noise and the generation and propagation of noise in the gun region are

not yet understood.

1.3 Outline of the Present Analysis

In Chapter II, the derivation of the Llewellyn-Peterson equations

is discussed. The noise transport coefficients which relate the fluc-

tuations at the b-plane to these at the a-plane are derived separately

in terms of the two velocity components. These equations can be applied

in evaluating the noise transport coefficients for any physical model

in which the two velocity components and their two time derivatives are

specified and provided the small-signal assumption is not violated.

Several checks for these coefficients ar made.

In Chapter III, the noise transport coefficients derived in ters

of the tangential velocity are evauated for a few #sical models in

the g u region. These coeffidmnts we also e*vaated for diftefrnt

i '
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input conditions in the interaction region. The noise transport cqua-

tions derived in Chapter II are modified for the interaction region

only so that the fluctuations at the b-plane may be defined in terms of

a single variable, and these coefficients are evaluated for dit''erent

values of c/UP.

In Chapter IV, the evaluation of the parameters Vm and Ym is

discussed as a boundary value problem. The evaluation of the steady-

state parameters such as V, p, ', 1, z and T as a function of y is

discussed as an initial value problem. The characteristic equation for

solving propagation constants is derived.

In Chapter V, the cathode current is evaluated in terms of the

parameters Vm and y m The steady-state parameters are evaluated at

various planes in the gun region and the characteristic equation is

solved to evaluate the propagation constants at these planes.

In Chapter VI, the Monte Carlo technique for the noise transport

in the crossed-field diode is discussed. The evaluation of the space-

charge plter' 'al, the trajectory equations and the initial conditions

are also '..- i The expressions for the auto-correlation and

cross-correlation functions for the kinetic voltage and the current

fluctuations are derived. The expressions for the self-power and

cross-power spectrum density are derived and the formula for the noise

figure is given in terms of these parameters. The modification of the

various functions due to noninfinite and discrete nature of the data is

also considered.

Chapter VII deals with the application of the equations derived

in Chapter VI to evaluate noise figure at various locations of the beau.

The choice of the various parameters, such an division of the
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crossed-field diode into various rectangles, unit of time and the

scaling parameter, is discussed on the basis of practical limitations.

The advantage of using initial conditions is also discussed.

Chapter VIII deals with the design of the experimental noise

analyzer. The designs of the various parts such as the gun, sole, anode,

collector, and push-pull seal are discussed. Chapter IX deals with the

experimental results of electron equivalent temperature, r-f oscilla-

tions and injection of r-f signal at the input probes.

Chapter X gives the summary of the preceding chapters and a few

suggestions for an extension of this work.

It
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CHAPTER II. DEVLOPWT OF LMWELLYN-PETERSON EqUATIONS

2.1 Introduction

It was mentioned in Chapter I that Van Duzer 1 ' has carried out

an analysis of noise transport in the gun region of a crossed-field

diode. This analysis is based upon a method originally developed by

Llewellyn1 7 and assumes a Kino gun model". In Van Duzer's analysis it

is assumed that the y-component of the current density remains constant

throughut the cathode region. The equations thas obtained by Van Duzer

for the noise transport involve S in the denominator and lead to a sin-

gularity when approaches zero at the entrance to the interaction

region. Moreover these equations cannot be used for evaluating noise

transport in the interaction region even for conditions not far from

ide&.l. The reason for this limitation is that r under such circumstances

is either zero or very small and, because of the fact that ' is in the

denominator of these equations, the small-signal assumption used in the

derivation of the equations is completely violated. Van Duzer's analysis

does not seem to predict the high noise power usually observed in the

crossed-field tubes for space-charge-limited operation.

In recent work by Rando1 s , Van Duzer's equations have been mod-

ified in terms of the total velocity instead of the y-component of the

d-c velocity. The final noise transport equations obtained by Van Duzer

and Eando for an open-circuited diode show proportional or inversely

proportional dependence on the sipal frequency (except for a pbase

difference tern) in sme of the coefficients. Moreover these analyses

do not include the z-component of the a-a current density fluctuations.

These equatims witten as such are apploable only to the K1no g n



model. The physical model used in the present derivation for the

Llewellyn-Peterson equations is that of a quasi space-charge-limited

diode. Expressions for the y-component and the z-component of d-c

current densities are derived for this model. It should be mentioned

here that this choice of the physical model is mainly for the convenience

of deriving the final equations. When these final equations are written

in an appropriate form, they are then of a general form and any physical

model may be used for evaluating the noise transport from an arbitrary

a-plane to another arbitrary b-plane, provided it is assumed that the

diode is open-circuited and that the total a-c current density in the

diode is equal to zero. For the physical model considered to derive

the final equations, the restriction of an open-circuited diode is not

necessary. This point will become clear in the following sections of

this chapter. Needless to say, the b-plarne follows the a-plane along

the path of the beam and the coordinate configuration is shown in Fig.

2.1.

In this chapter two sets of equations are derived for evaluating

the noise transport; one set involves i in the denominator and the other

involves ' in the denominator. The use of the former set of equations

makes it convenient to evaluate noise transport in the gun region as

well as in the interaction region for s"all-signal conditions. The

choice of the a-plane is important to avoid small-signal violations.

However, the restrictions on the selection of the a-plane are of small

importance when initial velocities are consideed.
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2.2 Assumptions Made in This Analysis

The following assumptions are made in this analysis.

1. Nonrelativistic mechanics.

2. The force due to r-f magnetic field on an electron is neglected.

3. The magnetic field has a uniform x-component only.

4. The electrons are confined in a filamentary beam of noninfinite

current density.

5. The velocities and other associated functions are single

valued functions of space; in other words, a laminar flow and

no crossing of electrons is assumed.

6. The a-c fluctuations vary as exp jwt and the magnitude of these

fluctuations is taken as the mean square fluctuation.

7. A small-signal analysis is assumed.

2.3 Trajectory Equations

The equations of motion for an electron in a crossed-field tube

in a coordinate system shown in Fig. 2.1 are given by

= - y[E + Bi] (2.1a)

and

= -n[E z - B] , (2.1b)

where it is assumed that the magnetic field B is uniform and has only an

x-component and that E = 0; in other words, the motion of the electron. x

is confined in the y-z plane only. Differentiate Eqs. 2.1a and 2.1b

with respect to t and assume that these two equaticns correspond to two

independent one-dimensional problems with a coupling due to the magnetic

field. Then the following equations are obtained in a manner similar

to that of Llewellyn:



Y (2.2%)

YO C

and

= + I ,a , (2.2b)

where

yo ac zyo= - , (2.3b)

YO me 0 y

0 0e O z0 0 (2 .3b )

and is taken as the absolute value of the ratio of the electron charge

to its mass, eo is the free-space dielectric constant, c is the cyclo-

tron frequency given by

Wc= TIB (2.4)

and I and I are the y-and z-ccsponents of the current density respec-

tively. Suffix "o" is used to indicate d-c parameters.

It may be mentioned here that, in deriving Eq. 2.2s, variations

in the z-direction are neglected and, in deriving Eq. 2.2b, variations in

the y-direction are neglected. This is one of the assumptions made in

the derivation of the equations and in this manner the two current

density components may be considered separately. However, as mentioned

in Section 2.1, when the final equations are written in an appropriate

for (see Section 2.4) for an open-circuited diode, the analysis is not

restricted to such an assumption. Any physical model may be considered
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and the steady-state results may be used in the final equations for

evaluating the noise transport in such a pbysical model.

The total convection current density IT is given by
0

where p 0 is the space-charge density and v is the total velocity vector.

Similarly the expressions for the two convection current density compo-

nenits are written as

I oP0 S (2.6a)

and

I P0 (2.6b)

For a free space-charge motion of an electron in the gun region,

it can be shown that the expressions for I Oand I zoare given by

IT

1 01 co- ~ 0 -f] /

losin[ (t-t) -] (2.7.)

and

1Y at coos[C (t-t 0 ) -0 (.b

2 -2 (2.7b)

TO
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where E <3E and small initial velocities are assumed. The parameter
0 Y

to Lai taken as the emission time of the electron anid 0 is given byi

E
z0

tan 0 = - , (2.8)

whr ,and 1iare the initial y- and z-copiponents of the velocity

respectively.

It is assumed that a small perturbation in YD is given by

IT =ID+l ,(29

where

T me0  T (2.10)

and I D is the total d-c current density. By combining Eqs. 2.2, 2.3,

2.7 anid 2.9, the following is obtained:

- I Cos [(ttO) 2 + ewtCos [ W(t-to) ]

(2.11a)

and

z* = Dsin[ 2 (tt ) J+ e sin !Lc (t-t) 0 ~ + W Y

(2.11b)

In the following suff zoo a and b correspond to the two planes, the

a-plane and the b-plane respectively. For a special case when the

- A*t A -

-- ~ ,~ ~ ~ A~- AA -<,



a-plane coincides with the cathode (or the potential minimm for a

space-charge-limited di~ode) ta a t . As mentioned in Section 2.1, such

a substitution will be restricted by the small-signal assumption made in

this analysis. In the final form of the noise transport coefficients

given by Eqs. 2.25 the expressions for the d-c terms involving the

current density in Eqs. 2.11 are written in terms of the total time

derivatives of and L. It is because of this reason that the final

noise transport coefficients could be used in any physical model for the

case of an open-circuited diode, i.e., when I, - 0.

Integrate Eq. 2.11a with respect to t and substitute for Yin

Eq. 2.1lb to give

=3sin[ (t-t e~ sin[.(t-t) .

2 2 2i. 2iE tt
CI 0L1 0 1 J

c) 2) f2) 2
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Similarly by integrating Eq. 2.11b with respect to t and substi-

tuting for z in Eq. 2. lla, the following to obtained:

3- 3~co (t-t.) ~~+ .ajt cos f(t-t)

- - ~ ( 8 -0 ) -

(a [ k t~+~ e 2
(21c

whr2h lcutosreerdt ytesfix1i ,5,ja h

+- j!ct+ j C t +j L t+

a~ 2 oa,2C o
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in the integration of Eqs. 2.11a and 2.11b with respect to t. The

suffix 1 is included here to indicate the a-c variations in the cor-

responding parameters. Small-signal conditions are assumed and a varia-

tin of the type exp jat in the a-c parameters is also assumed. For a

d-c solution of Eqs. 2.12 and 2.13, the a-c parameters are substituted

equal to zero and these equations then reduce to

Ci U Li ct- + Y i Ca + c Ya

(2.14a)

and

3 coo[~tt + 1 27 os+2D-

(2.14b)

where

W (t-to)- . (2.15)
2 ao 2

Equations 2.1 4a and 2. 1 4b can be solved to give

ID W
z [6 8 COS(-ST+&)+2 cos (acT + f) + w4(1- c T)

C a

+daT + J (aCT - sin %CT) (2.16a)

and

.y '*=a -sin., 2 -2 sin (o== a ) + :
C

(%T sin , wCT)+ 4(1 coo, , (2.16b)

lip
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where T = t-t and represents the transit time of the electron from time
a

t acorresponding to the a-plane to the time t. Equations 2.16. and

2.16b describe the trajectory equations of electrons confined in a

filamentary beam with the initial values at t = t given by the averagea

ensemble values. Further, these equations reduce to the corresponding

Llewellyn equations for space -charge -limited operation and temperature-

limited operation under the condition 0. The reduction of Eqs.

2.16a and 2.16b for both space-charge-limited operation and temperature-

limited operation are given in zhe following two cases.

Case A. Space-Charge-limited Operation

For space-charge-limited operation, if

"ia a a a

is substituted, the following equations are obtained:

D c
Z = [6 8 coo-T+2coswcT (2.17a)

and

Se T + 8 sin - T - 2 sin aT (2.17b)
cL

In deriving Eqs. 2.17 $ = 0 and t = t are also assumed. A similar
a o

set of equations for y and z were derived by Brillouin and Leblond 24

considering that Ez - 0 and the y-directed current density is equal to a

constant. These equations are given by

= + coo %T (2.18.)

and
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y - sinwT (2.18b)

for 0 CT: 2x .

Equations 2.18a and 2.18b have also been used in the design of

the Kino gun' 5 for crossed-field devices. The physical model discussed

here is quite different from that of Leblond2 4 , but Figs. 2.2 and 2.3

have been drawn to compare the two results in the common region of

validity. In Leblond's model only the y-component of the current den-

sity is taken and this is perhaps the reason why Leblond's model gives

larger values of y and smaller values of z than those given in the

present analysis.

Cae B. Temerature,-Limited Operation

For temperature-limited operation, substitute ID -4 0 to obtain

from Eqs. 2.16a and 2.16b

z = (1 - cos cT) + .aT + a! (c - sin wcT) (2.19a)
c c

and
Y 'A

y = g (1 - cos wT) - ; (%T - sin cT) + . (2.19b)
c c

These equations ae the same as those derived directly from the

equations of motion, assumin that the field components B and E remain

constant. The values of $a and a are determined from the equations of

motion given by Eq1. 2.1.

A
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2.4 Perturbation Techniques for the Derivation of the Final Noise

Transport Equations

Equations 2.12 and 2.13 derived in the last section include the

a-c variations in the various parameters such as D' za' Za' a a

and form the two basic equations used to derive the final noise trans-

port equations. By integrating Eq. 2.12 term by term three times with

respect to t, applying the initial conditions at t - t a corresponding

to the a-plane and introducing a perturbation, 5 z in time T given by

t-t - a  T + Bz ' (2.20)

the following is obtained as derived in Appendix A:

" d-c 6z e 1i 6z 1+ qz alz 2+ qyl 1Z3 + i a 6 z4+Y al6 .i
1 i 2 ma l z4 z5

(2.21)

where the functions 5zi, 5z2, zs , 8 z4 and Bz5 are defined by Eqs. A.2

through A.6. The terms qz and I in Eq. 2.21 are the two a-c com-

ponents of the current density respectively multiplied by a common

factor e/me . The initial conditions given by

Icos JRc W aa

ma JRi (2.22%)

and I sin a qz + JR C,

'faaU (2.22b)

are derived in Appendix B and mre used in the derivation of Eq. 2.21.

The parameter R Is defined as

06
C £ .
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After having defined the function 6 in terms of the functionsz

Y",Z,68 5Z 865 and 5 as in Eq. 2.21, it is possible to write down
13. 2 S 4 z5

the expressions for the matrix coefficients which designate the trans-

formation of the fluctuations at the a-plane to those at the b-plane. A

brief summary of the procedure for der ' ing these coefficients is given

in Appendix C. The re' Ations be+,een the fluctuations at the a-plane

designated by the sufL , .d the fluctuations at the b-plane designated

by the suffix b are given by the matrix equations

V a a a a a I11 12 13 14 15

qb a a a a a z

q b3 1 3 2 3 :3 3 4 a 3 5 y

b a41 a42 a43 a44 a45 ia

b Lasi a52 a53 a.4 a5s a (2.24)

where V refers to the a-c voltage at the b-plane with respect to the a-c

voltage at the a-plane and is induced as a result of other fluctuations.

The coefficients aij in Eq. 2.24 are referred to as the noise transport

coefficients in the latter part of the text.

The parameters in the two column matrices are essentially a-c

quantities and suffix I has been omitted. The coefficients of I in

Eqs. 2.24 correspond to the case of the physical model considered here

and the other coefficients correspond to a general case. Thus the coef-

ficients of I are given in Appendix C while the other coefficients are

given in this section. The a-c voltage V is due to the two field compo-

nents IY and Ez and, because of rather more involved expressions for
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Id- and 4cas a function of the transit tine from the a-plane to the

b-plane, the expression for the a-c voltage V is not derived for a

general case. However, the sixteen coefficients aij (i > 2, 3 2) in

the above matrix are given in a general form by the following equations:

22 z OC ~jW + JW + e- Ra (2.25a)

W-w YF F
a -p +~ -A - , (2.25b)

[3 2~ 2J~- 3i)~~c) 22c

COC

a = [~W + w ] aR , w)]mo w (2.25c)
24 5

a 0 R U?(2.25d)
c23

3a +jW - eJ (2.25e)

1 m

34 (2.25S)

a3 u W1 + (~ Jw)1no R (2.9%)
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a w +W ,2. 251)
42 W 1 M

e F F
a [ y 2+-a (2.25j)

I F -jRw)cT
a w - 2 + e(2.25k)a4 4  07 - W4  2-+

a4  j + W) (2.251)

a5 e=l (2.25m)

a e 1 (2.25n)

a =-Y- W4 -3W (2.250)&544 3

and

F -JRwcT

2 55JA (2.25p)

where the functions F1 p2 Fs, F4 , F 5 and Fg are defined In Appeudix A

and
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-Fr L, 3e Tl , (2-26a)
L 2  2j

F F
w 1 .a j . (2.26b)

2 2 2

F cu T -JR coT
5 - C +ce C (2.26c)

and

F2 -jcu
W4 a) -cTe .(2.26d)

In Eqs. 2.25, the terms Y/, 5r, 1, YA and 7 without any suffix refer

to the d-c quantities and, in view of the manner in which these equations

have been written, any physical model may be considered in evaluating the

coefficients. For example, for the physical model described in Section

2.1, the following can be written:

I= [4 cos(u~cT + ) 2cos?7- 2 cos (w T+ +

7- 2I, D ccc

(l- o cj + sin-o w T) (2.27a)
Q~c C

and'



%T + (2.284)

Sc =Isin(2+ c) .(2.28b)

While for the Kino gun model the corresponding equations are

DF( - cos acnT) + a~ sin %T + ' cos w T , (2.29a)
= W c a C

I D (c - sin w T) + ya (1 -cos wT) + 'a sin w T + ta (2.29b)
C C

and

*+ W) = ID (2.30a)

= 0 .(2.30b)

In general, if the conditions in the interaction region are not

far from ideal, the function i is never zero and is either zero or of

very small magnitude. Thus the coefficients given by Eqs. 2.25 have an

advantage in that they may also be used for evaluating the noise trans -

port in the interaction region without any modification of the equations.

In this manner the singularity discussed by Van Duzer'" can easily be

avoided. In case the diode consists of two paral'lel plates, f approaches

zero only when the electrons, during their cycloidal motion, approach

the electrode with the lower d-c potential; for the purposes of comn-

puting noise transport, there regions should be avoided, otherwise the

snail-signal asumption is violated. By "aizg that there Is no
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change in the fluctuations in the low velocity regions, it is possible

to extend the time range for computing the noise transport to several

times the transit time for each cycloid by taking the product of the

transformation matrices for each cycloid. It may be pointed out here

that the functions , Y, 7, 1, Y and T" to be used in evaluating the

coefficients are different when the electron is traveling toward the

anode and when it is traveling away from the anode.

As mentioned in Section 2.1 the equations derived by Van Duzer

involve k in the denominator. For the sake of comparison and complete-

ness of this analysis, equations for computing noise transport involving

k in the denominator are also derived. These equations are helpful when

the electrons move in the diode such that k is quite appreciable. In

practice this occurs for a small fraction of time during the cycloidal

path and the derivation of these equations is thub primarily for academic

interest and for some checks to be iade to establish the correctness of

the coefficients given by Eqs. 2.25. This derivation is discussed in

the following section, and the reduction of these coefficients tc the

corresponding Van Duzer's coefficients for the Kino gun model and w -4 0

is discussed in Appendix D for an open-circuited diode. This shows that

the set of Van Duzer's coefficients is a special case of the present

analysis.

2.5 Derivation of Coefficients in Terms of y-Component D-c Velocity

The coefficients given by Eqs. 2.25 for computing the noise trans-

port were derived by integrating Eq. 2.12 three times step by step with

respect to t and introducing the initial conditions corresponding to the

a-plane in order to solve for the constants of integrations involved in

the three integrations. Then a perturbation 5 given by Eq. 2.20 is

z
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introduced. The procedure for this derivation is given in Appendix C.

i In order to derive similar coefficients in terms of k, Eq. 2.13 is

integrated three times step by step with respect to t and the constant

of integration in each integration is determined from the initial

conditions at t = ta corresponding to the a-plane. The procedure in

this derivation is very similar to that used in deriving the coefficients

given in Eqs. 2.25 and hence the details are not given. In the expres-

sion for y, a perturbation 6 given by
Y

t-t = T +8 (2.31)a y (.l

is introduced. Then the expression for 8 is given byY

" e = +_ Ji + y+Q 5 +i 8 + al
y iy 1  al Y2 _a Y3 al Y4 Y5

(2.32)

where
J(H -H 4) T2  -JRw T8y = - ,--+ e ccos & , (2.33a)

c c

8 =2 -5 , (2-33b)

3= 8 , (2.33c)

8 y 4  =(2.33d)

and
t ,y( -s3 )

YS (..



where the functions 5 , 5z , 5 and 5z are defined in Appendix A, the2 3 4 5

functions H and H are defined in Appendix C, and R is given by Eq.
2 4

2.23. The relationships between the various 5y'S and 5's given by Eqs.

2.33b through 2.33e can easily be interpreted physically; the plus or

minus sign in these equations is due to the terms involving vector pro-

ducts in the equations of motion of an electron given by Eqs. 2.1. For

the case of an open-circuited diode, I, = 0 and the coefficients of Y1

in various equations are not considered. However, these coefficients

are given in Appendix C. In a manner similar to the derivation of the

coefficients given by Eqs. 2.25, the coefficients involving # can be

derived. These coefficients are indicated by primes and are given by

the following equations:

T- wS' F -jRawcT

22 -ay - 2 2+ c , (2.34a)
c

%"%f w F4
a = W + _ _ , (2.34b)

23 c 2 3

a'4  = . C W + W 2R0 (2-34c)
c \ J

j-3 up-w + W1nw '111 .2

;2'

9 2 (2.34)
32 P-t 2 2 J3(230



= Y w e J~i (2.3if)
&33 3- 1 + JW 2 +e

a'oc W= -w 21=oR(2.34g)

iC

42 2 W e (2.341)

C C 0

F eJw
43 1 2 Ju) -zme- + (2.34j)

at 4  I W,-F8 e_ ~ t (2.34k)

a,45 o v{ 4+ 2 (2.341)

-z _ s I je (2.34m)
R?0

IA
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-~ - (I W+W) (2.340)

and

F -jRwT
5w -- +e , (2.34p)

where the various functions in these equations have been described

earlier in connection with the coefficients given by Eqs. 2.25.

2.6 Some Checks on the Primed and Unprimed Coefficients

As mentioned in Section 2.4, one of the purposes of deriving the

coefficients given by Eqs. 2.34 is to make some checks on the coeffi-

cients given by Eqs. 2.25. These checks are discussed below.

2.6.1 No Magnetic Field. For the case of no magnetic field, i.e.,

= 0, these coefficients should reduce to the Llewellyn coefficients in

the general form before the introduction of the space-charge parameter

. In such a case all the current flows along the y-axis except for the

effect due to some finite initial values of the z-component velocity.

For such a case it will be more appropriate to consider the primed

coefficients; by substituting 0c = 0 in those coefficients, it is found

that they do reduce to the Llewellyn coefficients. For this purpose, the

coefficients of I in Eqs. 2.24, which are given in Appendix C, also

reduce to the corresponding Llewellyn coefficients for c = 0. For the

unprimed coefficients, the reduction to the Llewellyn coefficients is

not directly evident. However, after wc = 0 is substituted, the use of

the transformstion

A
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P Pzy
" j .~ a 3  (2.35)

does reduce the unprimed coefficients to the Llewellyn coefficients. In

Eq. 2.35 P refers to the perturbation of the current density or the

velocity. For = 0, the fluctuations P are independent of the fluc-

tuations P and similarly the fluctuations P are independent of the

fluctuations P " In other words there is no coupling between the two
a

component parameters. The nature of the equations given by Eqs. 2.25

is such that after a substitution of u = 0, it is found that the fluc-

tuations P depend upon the fluctuations P and the fluctuations PZb Ya Y

depend upon the fluctuations P ' This requires the use of the trans-
a

formation given by Eq. 2.35. For a general case when I, j 0, the

coefficients in the two cases also reduce to the corresponding Llewellyn

coefficients except for a51 which does not reduce to the Llewellyn

coefficient G*. This is because the two components of Ii have not been

considered separately and the transformation given by Eq. 2.35 cannot

be used. Since this reduction is made Just for the purpose of checking

the coefficients, the fact that a51 does not reduce to G* for wc - 0 is

not of importance, particularly when an open-circuited diode is being

considered.

2.6.2 Correspondence Between the Primed and Unprimed Coefficients.

Fra Eqs. 2.25 and 2.34, designating the unprimed and the primed

coefficients respectively, a good deal of similarity may be seen. In

fact the two sets of coefficients rence to a camn set when

I0



and

-. o (236b)

The parameter ID, the current density, does not appear explicitly

in Eqa. 2.36, but appears in expressions for the four quantities men-

tioned in Eq. 2.36. The conditions given by Eq. 2.36 are satisfied when

electrons are injected continuously in the interaction region with only

the z-component of velocity to form an ideal flow of electrons and when

the electrons are drifting at a constant velocity . Equations 2.36 are

also satisfied for a Brillouin flow when the velocity i of the electrons

varies across the thickness of the beam.

Additional correspondence in terms of the equivalence between

the primed and the unprimed coefficients may also be seen when use of

the transformation given by Eq. 2.35 is used. This correspondence is

limited to only those coefficients for which the two suffixes on either

side of Eq. 2.35 are the same. For other coefficients this transforma-

tion cannot be used.

2 Comparison with Van Duzer's Coefficients. In Appendix D

it is shown that the magnitudes of Van Duzer's coefficients are the same

as those of the corresponding coefficients from Eqs. 2.34 for the case

of an open-circuited diode when w -o 0 and " = c' (a result of the Kino

gun model) are substituted in Eqs. 2.34, indicating thereby that the

coefficients given by Eqs. 2.25 and 2.34 correspond to a general case.

2.7 Proipsgstiou of Perturbations in the Interaction Plgg

For the evaluation of noise transport in the Interaction region

of crossed-field devices the coefficients given by Eqs. 2.25 will be

used. The use of coefficients given by Eqs. 2.34 is very much lUmited
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to some special applications of academic interest only. The use of the

coefficients given by Eqs. 2.25 for evaluating noise transport for some

specialized cases depends upon the selection of the functions Y, Y. Ys

z, I and " for the corresponding case. For a special case when i = con-

stant in the interaction region (implying thereby that ' = = = =

7*= 0) with some mean square fluctuations in i and other functions at

the input plane, it is much easier to evaluate these coefficients. For

this case the conditions given by Eq. 2.36 are satisfied and the unprimed

and the primed coefficients are equal. The corresponding geometry for

this case is shown in Fig. 2.4. For the cace when i = constant, it may

be assumed that the a-c voltage V given by Eq. 2.24 is due to the Ez

component only. The contribution due to the E component is negligibleY

because ' = 0. Then the a-c voltage Vb at the b-plane and tbe a-c

voltage V at the a-plane are given by

T

V = Vb -V= E z dT (2.37)

0

where T = 0 is referred to at the a-plane. By taking = constant as

assumed in this case, the final result is given by

V = a1 2 % a + a13q a + a1 4 Ia +a 1 5 Ya (2.38)

The expression for E is given in Appendix E. In writing Eq.

2.38, I 0 is assumed and the various coefficients are given by

M cJw M4
a~~+ (RKO_-" (2.39&)
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--JRU T
Te c -3Rwj,

-a3 - -1\2 R C (2.39b)

i ( M M Jw T juTejc

a 2 a ' (2.39c)a1 4  K2 2aj JR T

and

£15 =(2.39d)

where

/w c T -jRw c T

112 J(R+') j JR )

-JowT -JRcucT

(2.40.)

andT -JRwA) T -JR~w T
____ - (R+) oT e

S1,3  (Fj(R+1)]2[ - e JR +

J(R+1 T -JRwT

+J .e 0 T (R -l)m 4 T - 3 Rt aT
+ It10

(a(E-1T



and the first and second suffixes with M's correspond to the upper ad

l~ower signs respectively on the right-hand aide of Eqs. 2.40.



CHAPTER III. RESULTS OF LLEWELLYN-PETERSON ANALYSIS

3.i Introductory Remarks

In the last chapter expressions for the noise transport coeffi-

cients were derived. These coefficients are related to the independent

variables, namely Ii, Il' '1 and , at the "a" and "b" planes by

the matrix relation given in Eq. 2.24. For the case of an open-circuited

diode when I, = 0, the noise transport coefficients given by Eqs. 2.25

and 2.34 in terms of I and ' respectively become general in nature and,

as mentioned in Section 2.3, any physical model may be used for the

evaluation of these coefficients provided the small-signal assumption is

not violated. It can be seen from Eqs. 2.25 and 2.34 that the values of

these coefficients depend upon ID' Vo, d, w, w c, T and the initial veloc-

ities. Whether these coefficients are to be evaluated for a space-

charge-limited case or for a temperature-limited case depends upon the

selection of the values of the d-c parameters i, S, Y, Y, T and '7y as a

function of the transit time in these coefficients. These d-c parameters

are single valued functions.

In evaluating the noise transport coefficients, if the initial

values of the velocity components are assumed to be equal to zero for

convenience, the selection of the a-plane is restricted because i in the

unprimed coefficients (or in the primed coefficients) is equal to zero

rat T - 0 for both space-charge-limited and temperature-limited operation.

This causes a singularity in the noise transport coefficients and for the

analysis to be valid it becomes necessary to select the a-plane

apopriately. In the expessions mOst cu2or used for a Vhysicalj del, 3 - £ - 0 for T 0 when Inltlal velocities are neglected and
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- 0 again (or of a small value) at the entrance to the interaction

region for conditions not far from ideal. Thus the selection of the

unprimed coefficients will not cause any singularity except at T - 0

and hence the small-signal assumption is not violated.

For nonideal conditions, when the electron beam or a fraction of

the electron beam either touches or grazes the sole electrode during the

cycloidal movement of the beam, i or ' are of small magnitude. Under

these conditions the small-signal assumption is violated and the coeffi-

cients derived by Rando1 9 in terms of the total velocity do not seem to

show any advantage. In order to evaluate the unprimed noise transport

coefficients under these conditions it is necessary to by-pass the

regions of small values of i and assume that the values of these coeffi-

cients are not changed in the regions of low velocities. This point has

been discussed in Section 2.4.

In the following paragraphs the evaluation of the noise transport

coefficients will be referred to as the evaluation of the unprimed

coefficients given by Eqs. 2.25 unless otherwise specified.

3.2 Cyclotron Freguency Perturbation

In evaluating the noise transport coefficients given by Eqs. 2.25

it can be seen that for the case a = wc i.e., R = 1, each of the F

functions defined by Eqs. A.7 through A.9 in Appendix A causes an

apparent singularity. By applying L'Hospital's rule this singularity can

be removed and these F functions are then given by

F [2sn-T-2 e-jcoT 8j~~ c )33

1,02 .j2cw~~oT c 62w~~ T

(3.Am
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-jw T
F = sinwT Te C (32)

F3, 4 c c

and

F = er-JTe C -J sin•T T e (33

The W functions which are alco involved in the noise transport coeffi-

cients are related to the F functions by Eqs. 2.26 and can easily be

evaluated for the case R = 1 when the F functions have been evaluated

from Eqs. 3.1 through 3.3. As before, the upper and lower signs in Eqs.

3.1 through 3.3 correspond to the first and second suffixes respectively.

. Numerical Evaluation of the Coefficients

From the matrix relation given by Eq. 2.24 for the noise trans-

port from the a-plane to the b-plane, it can be seen that for the case of

an open-circuited diode it is necessary to evaluate sixteen noise trans-

port coefficients for different values of R for each different physical

model. In order to reduce the magnitude of the computations it is

assumed that the two a-c components of the current density are in the

same phase and of the same magnitude at the input plane. The same thing

is assumed for the two a-c velocity components but the dependence of the

numerical results on this assumption has not been investigated. In a

simplified case for the interaction region when Y = = = y = O

and i = constant, the following relations are true for the various

coefficients;
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a =a , a = a
22 33 23 32

a = a , = a
24 35 25 34

a4 2  a53 ' a4 3  a 52

44 a55 45 54 (3.4)

The plus or minus signs involved in the above relations are due to the

vector cross products involved in the equations of motion and are analo-

gous to the plus or minus signs involved in Eqs. 2.33. From the matrix

equation given by Eqs. 2.24 and 5.4, it is evident that in spite of the

fact that the two a-c components of the same variable (current density or

velocity) are assumed to be in phase and of equal magnitude at the

a-plane these a-c components are in different phases and of different

magnitudes at the b-plane. This is true because of the different func-

tions in the corresponding coefficients and because of the relations given

by Eqs. 3.4.

In this section four cases are considered which correspond to the

selection of different expressions for the d-c terms in Eqs. 2.25.

Case A. Kino Gun Model.

The d-c parameters are given by Eqs. 2.29 and 2.30 for the case of

Kino1 5 gun model and the following equations are true:

aft 0 , (s.)

,C
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- (1-Cos e) + z~(.Cos la- sin )3.)
I ID Ji

and

=!in 0 sn(0 ia COE) (3.5d)
C D

where

R =e sin e+ - C (I ao CE + .iUn 0') (3. 6 a)
ID

ID Dime (3.6b)
0

0 = wT(3.6c)

and and 1. refer to the d.-c velocities at the a-plane.

Cabe B3. Temperature -Limited Case.

For a temperature -limited case, free space -charge traj= ctories are

assumed and then the following equations are true:

T WV 0 ,(3-7a)
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"+CD = o , (.O)

sin 0 + " cos e
it ya-k (3.7c)

Co R 2

and

cos e - sin (
it6 (3.7d)

Aza

CT 2

where W
R = (i-COS) + a ( + asin e) (3.8a)

2 Ya

and

5? = -E w .De! (3.8b)

Case C. Q SpaceharOeLimited Case.

For this case, the physical model discussed in Section 2.3 is

considered and the following equations ae derived from Eqs. 2.27 and

2.28:

sin(8 +)

coo . (')
C 3



oso(2 + 2 os (O+ r) + we (tc os e in e)

(3.9c)

and

act = - 2 sin( + + 2 sin (O+&).~( cos e + sin o)

(3.9d)

where

R 4 sin U) 2 sin (e+) +I sin e + 1. cos 8) (3.10)
ID

and 5 is defined by Eq. 2.15. When the initial velocities a and I are

negligible and E << E giving tan 0 O0, then M = 0 for t = t . Whenzo yo a o

Ezo << E O, but the two initial velocity components are of equal magni-

tude and ae not negligible, 0 = x/4 and = - n/8 for ta = to. When

Ezo =Bka, 0 = 0 again andI -0 for ta =to.

Case D. Interaction Region (Ideal Conditions).

It has been mentioned in Section 2.4 that the unprimed coeffi-

cients given by Eqs. 2.25 can be used for evaluating noise transport in

the interaction region. In this section ideal conditions are considered

and in Section 3.4 the evauation of these coefficients for arbitrary

input conditions (i.e., nonldeal conditions) is also considered. For the

case of a laminar beam in the Interaction region the following eouatlins

are true:
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T 0 (3. 11a)

and

: constant . (3.llb)

Figures 3.1 through 3.8 show the plots of the combination of the

various coefficients (as indicated on each graph) versus wcT/n for

different values of R. In these computations the initial velocities

are neglected and the plots are made for the two cases, namely Case A

(Kino gun model) and Case B (temperature-limited model) over the common

range, 0 < 9 < A.

In addition Figs. 3.1 and 3.2 represent the plots for Case D

(interaction region). Figures 3.3 and 3.4 for Case B also correspond

to Case D, but these plots are shown again in Figs. 3.19 and 3.20 to

compare these results with those for the values of m = -0.1 and 0.1 for

arbitrary input conditions in the interaction region discussed in the

next section.

In Section 3.1 it was shown that in evaluating the noise trans-

port coefficients the selection of the a-plane is important. This is

due to the fact that when the initial velocities are neglected i for

small values of T is very small. If the a-plane is not selected prop-

erly, the small-signal assumption made in this analysis is violated and

the results cannot be interpreted appropriately. In this respect some

of the points corresponding to small values of 9 only in Figs. 3.1

through 3.8 are of negligible Importance. This corresponds to the

results for the Kino gun model in Figs. 3.3, 3-, 3.7 and the results

for the temperature-l1mited case in Fi4s. 3.7 and 3.8. Comparing these
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plots with the corresponding plots for Case D (when i =constant) shown

in Figs. 3.19 through 3.24, the validity of the other points in the

various plots shown in Figs. 3.1 through 3.8 is Justified. It is for

this reason that some of the minima in Figs. 3.3, 3.4, 3.7 and 3.8 can-

not be interpreted appropriately.

For the case of finite initial velocities, the plots in Figs. 3.3

and 3.4 (for the case of the Kino gun) and Figs. 3.7 and 3.8 will not

show large values at small values of 6. Instead, the values of the

coefficients plotted in these figures will be very close to those in

the corresponding plots in Figs. 3.19 through 3.24. The effect of the

initial velocities vanishes at the following values of 0:

0 = tan - for Case A and Case C (3.12a)o a

and -i
r- a for Case B . (3.12b)

For values of 6 > 00, the effect of the initial velocities is small and

the plots for the various coefficients would not be very much different

from those plotted in Figs. 3.1 through 3.16.

By considering the variation of the values of the plots given in

Figs. 3.1 through 3.8, as a function of R (for diff rent values of w

and for fixed values of u)), it can be seen in Figs. 3.1 through 3.4,

3.6 (Case B only for Fig. 3.6) and 3.8 that the coefficients plotted in

these figures are monotonically increasing functions of R. In order to

show the exact variation of noise with R for a fixed value of me, it

will be necessary to consider sme numrical values of the various a-C
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variables at the a-plane. However, a qualitative estimate for the

noise as a function of R can be made by comparing the variation of the

values of the coefficients with R in Figs. 3.1 through 3.4, 3.6 and

3.8 with those in Figs. 3.5 and 3.7. From this comparison it can be

seen qualitatively that the noise output is a monotonically increasing

function of R, i.e., the higher the value of the ratio w/c , the

larger the total noise output.

In a practical device the noise output depends upon the type of

coupling from the electron beam to the output. For example if the out-

put is coupled to the current density fluctuations it can be seen from

Figs. 3.1 through 3.6 that the output is definitely a monotonic

increasing function of R. However, if the output is coupled to the

velocity fluctuations also, the noise will be a monotonic increasing or

decreasing function of R, depending upon the actual magnitudes of the

velocity and current density fluctuations at the a-plane.

In order to analyze the variation of the values of the noise trans-

port coefficients with c for a fixed value of w, it can be seen directly

in Figs. 3.1, 3.3, 3.6 (Case B for Fig. 3.6) and 3.8 that the coeffi-

cients plotted in these figures are monotonically decreasing functions

of w c" From Fig. 3.2 it may be seen that the magnitude of la24 + a 2 1

remains almost constant as 0 is varied. This is because the plots in

Fig. 3.2 have to be multiplied by aP and the variation of R with wc also

has to be taken into account. The sae is true for the coefficient

la 3 4 + a 5 1 plotted in Fig. 3.4. Similarly it can be seen that the

coefficients la + a e as + a.3 1, of Figs. 3.5 and 3.7,

respectively, are monotonic decreasing functions of (a . Thus In gnral

the noise output ahould decreae a a Incresea.
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Figures 3.9 through 3.16 show the plots of the same coefficients

as plotted in Figs. 3.1 through 3.8, but for a different physical model.

This physical model corresponds to that of a quasi space-charge-limited

diode discuEsed in Section 2.3. For the sake of comparison the corre-

sponding plots of the temperature-limited case are also drawn in these

figures. As mentioned before, because of the singularity in these

coefficients for small values of 0, the comparison between the two

plots in Figs. 3.9 through 3.16 for small values of e is not of great

importance. In general for large values of e, the difference in the

two plots is not significant and thi. is primarily because the quasi

space-charge-limited model was based upon the trajectories for a

temperature-limited model. In order to show the larger noise output for

a space-charge-limited case in actual device-, one may think that the

a-c fluctuationE at the potential minimum are larger in magnitude for

the case of a space-charge-limited device than thoEe for a temperature-

limited device. This is definitely contradictory to what happens in

the case of the 0-type devices where the variations in the potential

minimum result in space-charge smoothing of the noise content in the

beam. This may also indicate the necessity for an appropriate model of

the space-charge-limited case in order to explain large noise output in

space-charge-limited operation.

3. Arbitrary Input Conditions in the Interaction Reio

In the last section the coefficients for the interaction region

with ideal conditions given by Eqs. 3.1l are described. In this section

it is assumed that the conditionas given by Eqs. 3.11 ae not tre. This

may haom because of some deviations in the space and velocity coor-

dinates or the actual confguration frm thoe for the ideal conditions
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at the input to the interaction region. For this purpose two cS- are

considered, namely the space-charge-limited and temperaturt-limited

operation of the diode. In both caseE the trajectory equation given

by Leblond 2 4 have been modified to correrpond to small deviations at the

input to the interaction region.

Case A. Space-Char--Limited Operation.

For the configuration shown in Fig. 3.17, the trajectory equa-

tions (as given by Leblond) are given by

D (O-sin ,0()1,

and

D e + cos e - (3.14)

for 0 < e < 21 and the initial velocitieE are neglected. For the

second half cycle (2A < 0 - 4 g), the trajectory equations are given by

y 2D - D ( - sin0) (3.15)

and

Z 2D(G-n) + O-(.16)

where
I
7~D

D 2 . (3.17)

For a Kino gun, Eqs. 3.15 and 3.14 are used. The space coordinates and

velocity components of the beam at the entrance of the interaction
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region, denoted by suffix o, are obtained by substituting 8 = 2W in

Eqs. 3.13 and 3.14 and are given by

Yo D , z " Do

and

= and a D 3.8)

For an ideal condition in the interaction region, the design of the

transition region between the gun region and the interaction region is

important and the magnitude of the E field in the interaction region isY

given by

IE I = OC 0 (3-19)y T

so that the electrons confined in a filamentary beam (space-charge forces

neglected) travel at a constant velocity 1 in the interaction regiono

and the conditions given by Eqs. 3.11 are true. In case the input condi-

tions do not correspond to the conditions given by Eqs. 3.18, the beam

will traverse a cycloidal path in the interaction region with an average

velocity i and the trajectory equations will be modified. It is for this

purpose that the trajectory equations given by Eqs. 3.15 and 3.16 ae

modified to correspond to a small deviation from the ideal conditions.

The cycloid period is assumed to be equal to 41/mc"

For an ideal case the trajectory equations in the interaction

region an. given by

y - D 0
0

and
z - D,(0 + , ...... )ii 0



where the time origin is shifted so that 8 0 corresponds to the

a-plane located at the iput to the interaction region. It is asumed
[ !i that the transition region between the gun region and the interaction

region corresponds to that for ideal conditions. The input conditions

will deviate from the ideal conditions when the parameter D J D0 . This

may correspond to different values of ID and/or (o. For reasons of

simplicity it is assumed that ' = 0 at the input to the interaction

V region even if D J D0 . Now if D < Do, the trajectory equations in the

interaction region will be governed by a modification of Eqs. 3.13 and

3.14 and if D > Do , the trajectory equations are determined by a modifi-

cation of Eqs. 3.15 and 3.16. However if the input conditions at the

interaction region are accounted for properly, it is not necessary to

consider two different sets of trajectory equations for the two condi-

tions, namely D < D and D > D . This is done by writing the following
0 0

expressions for the trajectory equations:

D
y = D-& (9- sin ) , (3.21)

c = D c (Wc , (3.22)

therefore,

fz D(0 +s) D< + coo 9.1 (3-23)

for 0<8 < 2s.
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Equations 3.21 through 3.23 are written in such a manner that

the initial condition, i.e., 6 = 0, corresponds to the condition e = P

substituted in Eqs. 3.13 ind 3.14. The parameter Di is given by

D = D- D . (3.24)

Thus for the condition Di > 0 the electron beam tends to move away from

the anode v-; 9 is increased and if Di < 0 the electron beam tends to

move toward the anode. This is shown in Fig. 3.18. In both cases the

beam traverses a cycloidal trajectory around the mean value of y Do.0

Since a time period T = 4/c is assumed, y = D-2D and z = 3D - 2iD

for e = 21. For the next half period, namely 21 < 9 < 4n, a modifi-

cation of Eqs. 3.21 through 3.23 will be necessary to satisfy the ini-

tial conditions at 9 = 2n. Under the conditions given by Eqs. 3.21

through 3.23, the d-c parameters in the noise transport coefficients

given by Eqs. 2.25 are given by

= 0 ,(3.25)
c

S A m(o-n (3.2)

c

e(l-cos 6)
- - m(e-sin e) (3.27)

and

h dn 8. -re~-(3.28)
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where
DM= 1 (3.29)

By assuming D /D << 1, D I D1/D o and then m represents the fractional

deviation of D fro D.

Figures 3.19 through 3.24 show the plots of the terms, la2 + a 33

Ia + aI(l/u ) 1, + a a, a ? and

la54 + a 5I versus ucT/n for different values of R. Three different

values of m, namely m = -0.1, 0, and 0.l,are considered in this set of

curves. The case m = 0 corresponds to the case of ideal conditions

discussed under Case D in Section 3.3. The terms Ia22 + a I and23

la24 + a 2 5 (1/07c) are not plotted because for any finite value of m for

the physical model considered in this section, the term T-c Y = 0 and

the values of these two terms are the same as those for the corresponding

plots when the Kino gun model or the temperature-limited case are con-

sidered in the gun region. These terms are plotted in Figs. 3.1 and

3.2 respectively. It can be seen that all the plots in Figs. 3.19

through 3.24 show a larger growth rate for m > 0 and less growth rate

for m < 0. However the difference in the numerical values of the coef-

ficients plotted in these figures for m = -0.1, 0.0 and m = 0.1 is not

much and one would expect the same results since these equations are

derived for a small-signal analysis.

The variation of the growth rate of the a-c fluctuations with the

parameter m can be explained physically as follows. A negative value of

m indicates D < D and this may be due to a smaller value of ID and/or a
0D

larger value of a). Gould' a has shown that the effect of the space

charge is to increse the rate of pin in the forward direction for the
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crossed-field device. A smaller value of I. means a lower value of the

space-charge parameter S and hence a smaller growth rate should be

expected. It has been noted in Section 3.3 that the rate of growth of

the a-c fluctuations is reduced if cu c is increased. Thus the reduced

growth rate for m < 0, i.e., D < DO, is in agreement with the physical

argument*. Similarly the increase in the growth rate for m > 0, i.e.,

D > D0 , may be explained as a result of an increase in the value of I D

and/or a decrease in the value of 0c"

It is interesting to note the minima in some of the plots shown

in Figs. 3.19 through 3.24 and in Fig. 3.1. The physical significance

of these minima is not yet clear theoretically but from a practical

viewpoint the significance is very important. The minima in Figs. 3.1

and 3.24 occur at approximately the same value of w cT, namely,

w T = O.35 while the other minima occur at different values of w T. It

is interesting to note that minima in Figs. 5.20 and 3.22 shift to the

left as the value of R is increased and the value is also increased. In

addition it is possible to have some mi:.ima for larger values of WcT

but those minima are not of much importance for noise reduction purposes.

Case B. Temperature-Limited Operation

For the case of a temperature-limited diode, the trajectory

equations in the gun region are given by

DT

y = 2) (5 .30)

This observation is also in agreement with some of the experimental
results concerning noise in crossed-field device6. The noise content
is increased if the total current is incr:ased end is reduced if w
is increased.
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and

z - !T(a sn) , (3.31)
2

and 0 < 9 < it and the initial velocities are neglected. The space

coordinates and the velocity components at the entrance of the inter-

action region are given by substituting 9 = i in Eqs. 3.30 and 3.31 and

are given by

yo D T (3.32)
=d DT

and (3.33)
0o 2

where 2jE0
DT (334c

E being the y-component of the d-c field and considered constant. As0

in Case A for the space-charge-limited case, the trajectory equations

for the interaction region, when ideal conditions are not met, are given

by

y = D- D1(l - cos 9) (3.35)

and

z = De+ 2) D (9 - sine8) ,(3.36)

where again the parameter D1/D - D/D T is taken as the fractional devi-

ation in D from which corresponds to that for the ideal conditions.

However, the symbols D and D, in Case A and Cse B represent the anal-

ogous quantities of different expressions. From Eqs. 3.5 and 3.3 the

following may be written:

•-sy - 0 ,
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0 ,(3-38)

m sin (
C = " - m(l-cos e)c

and

- m Cos e
= 1 -m(l-cos e)

where
D D

3 L. .Lm = "" FT  (3.41)

Equations 3.37 through 3.40 may be used in evaluating the noise trans-

port coefficients. These expressions are very similar to those given by

Eqs. 3.25 through 3.28 and it is expected that this model will not show

any remarkable difference from that used in Case B of Section 3.3. For

this purpose the coefficients for Case B are not computed.

. Evaluation of the A-c Fluctuations in Terms of a Single Variable

From the matrix relation given by Eq. 2.24 it can be seen that in

order to evaluate any a-c fluctuation such as q b' I b and b it is

necessary to substitute some numerical values for the a-c fluctuations

at the a-plane. In this section it is shown that the a-c fluctuations at

the output may be represented by a single arbitrary independent variable.

The selection of the independent variable is quite arbitrary. This

treatment is confined only to the interaction region for the reasons

mentioned in the following paragraphs.

Fram the transmission-line analogy of the crossed-field beams2

it is shown that
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C
T 

j
1 PO (3.42)

+ CA) + >

and
Jwpi 

3.4qz = j - r(.4 )

where it is acsumed that 1' and PO are constant and the y-component of

the d-c velocity is equal to zero; c is the velocity of light, P is J

times the propagation constant and w, is the plasma frequency.

In evaluating the noise transport coefficients by the Llewellyn-

Peterson equalionc only transit time effeetE are considered. For this

reason it is justified to substitute P = 0 in Eqs. 3.42 and 3.44. Now

using Eqs. 2.24, and 3.42 through 3.44, the various fluctuations at the

b-plane may be written in terms of a single variable, namely za, the

z-component of the velocity fluctuations at the a-plane, as given by

the following equations:

Zb = A1 wc2  (5.43)

= A w2  a  (3.46)
12 C

ac

Z b A 131 (3.4V~

S and

A14 la(3.48)
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where

A W 2 .21 UT

11CE c C C 3 R2 C

c

C W2 G 2 a 5 J a
A = -a -- - • +.so

12 32 (0 C 33R2

13 C 42 Tj W c 4 3  45)44

C (3.51)

and

A a - . . w2 a _ + a' + a
14 W-2T u - C 531 Ui 55) U25CC 52 T c -w4 R2

c (3.52)

The coefficients aij(iJ = 2, 3, 4 and 5) have been defined by Eqs.

2.25.

The coefficients in Eqs. 3.45 through 3.48 are evaluated for

various combinations of the values of R and wp/wc. However, the coef-

ficients in the above equations will give rise to a singularity for the

case u.= up. Thus this case, i.e., w wp, must be avoided in eval-

uating these coefficients.

Figures 3.25 through 3.36 show the plots of the coefficients in

Eqs. 3.49 through 3.52 versus T/ai for various values of R and w 1w

It is interesting to note that the current density fluctuations are

increased while the velocity fluctuations are decreased as the value of R

is increased. It may be noticed that the plote of the coefficients A do
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not have the same values for different values of R at 0cT/% 0. This

is because of the fact that the various fluctuations are functions of R

as shown by Eqs. 3.42 through 3.44. The plots in Figs. 3.28 through 3.30

may be normalized so that A12 equals the same for all values of R for

o)cT/% - 0 and in that case the variation of these plots as a function of

R would become more evident, i.e., the fluctuations in the currenL density

components increase as R is increased.

A similar normalization for the plots of A1 4 2n Figs. 3.34 through

3.36 would also make it more evident that the velocity fluctuations are

decreased as R is increased. Whether the total noise would increase or

decrease as R is varied would involve substitution for the numerical

values of the variation perturbations.

Unfortunately the case w = (z would lead to a singularity in the

coefficients given by Eqs. 3.49 through 3.52. This corresponds to

(I/p c = 1 for R = 1 and this situation is not considered in evaluating

these plots. In Figs. 3.25 through 3.36 it can be seen that the values

of all the coefficients given by Eqs. 3.49 through 3.52 increase with

increasing a) /6 c . This indicates that higher values of the plasma fre-pc
quency or the space-charge parameter S as defined by Gould's would lead

to larger noise content which is In agreement with results given by

Gould 1e .

L6 Conclusions

The noise transport coeffielents defined by Eqn. 2.25 have been

evaluated for = case, inml, *su the two a-c copcents of the our-

rest denity (also velocity) we in the anA sae and of the ame mg-

diffculto m lt t $bow In t vIous " thi



chapter. However it can be seen in some of
a plots that for a Kino gn

model the coefficients plotted in the tespeei ive figres show minima in

the neighborhood of ocT - . Frm tAese o- i is anticipated that. e~~~~S5 itis ntcledht

the values of these coefficients will rncreT! e for w T > %. The sem(-

thing is true for a temperature-limited ope StS o in the neighborhood

of w)T = A/2. These results correspond t ,eo<c L cast that, when d o_/dy <0

the perturbations grow along the besR. same been

outained from the results of the densitY t given in Chapter V.

The values of acT for which the m entioned above occur sefm

to be greatly dependent upon the value R. Alo in some plots these

minLma occur c-ound a) = x/2 for the j 4w model. For the quasi

spacf-charge-limited case some minim d uC T a i and others

occur around w cT = /2. For more ..de sing of these variations it

will be necessary to assume finite v .& of the initial velocities and

compute the coefficients for each lib al odel under different co"

binations of the velocity (and c e e"Ity) components perturbations

at the input plane.

From the plots of the coeflt A A Figs.~~~ts A , A , Az

3.25 through 3.3 it can be seen tgr; tka pgrturbation grows faster if
S /w is increased. This is in at h r

1ItiLv e mmnt wihthe results

? of Gould e . It can also be seen frm
thete figurs that the current

density perturbation at the output for the lowest value

of R, while the velocity perturb ati te tput pl is minimum for

the m value of R. This isnoise con-

tent at the output plane because n 3  riate type of couplig can be

incorporated depending upon the

thfequecL0S in the nise C011

tent.

S.:



OHAPTER IV. M IM OF DENSITY FUNCTION ANALYSIS

4 .1 Introduction

The output noise of crossed-field devices is usually quite signif-

icant under space-charge-limited operation of the device and this noise

disappears (or at least is significantly reduced) as soon as the oper-

ation of the cathode is changed to temperature-limited conditions. This

is contrary to the behavior of 0-type devices under the same conditions

of operation. Under space-charge-limited conditions the potential

minimum in 0-type devices plays a sorting role in which the variations

in current flowing across the minimum are riot as large as the fluctuations

in emission from the cathode, thereby reducing the noise output. The

potential minimum behavior in 0-type configurations has been extensively

studied by Siegman i , WauKins2 , Bloom3 , and Whinnery 4 on a one-dimensional

ba3is and their studies have led to an equivalent resonant circuit for

this region. The resonant frequency of the equivalent circuit is equal

to the plasma frequency corresponding to the space-charge density at the

potential minimum. As a result of these studies, the noise reduction

factor due to the sorting action of the potential minimum has also been

calculated.

The above 0-type analyses are based upon the density function

method assuming small-signal conditions and considering both single and

multiple velocity distributions. Even though the potential minimmin

region includes electrons at zero velocities and small-signal conditions

are violated, the results obtained from the density function methods are

quite reasonable and are reasonably close to the experimental results.

Thus the density function method mq be considered as a reasably
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accurate method. The electron beam is considered as a continuous stream

of fluid and the particle nature of the electrons is ignored. So far

most of the studies involving small-signal analyses of crossed-field

devices have been restricted to the interaction region where a one-

dimensional flow of electrons may be assumed with reasonable accuracy.

For the above reasons it becomes of great interest to study the noise

transport in the gun region. The study outlined in this chapter is based

upon the density function method. Due to the continuous variation of the

two velocity components in the gun region, the equations become quite

complicated. In order to reduce the complexity of the problem, a number

of assumptions are made. As a result of this analysis the potential

distribution, the space-charge distribution, the two velocity components,

the cathode current and the propagation of an arbitrary signal along the

beam are evaluated with the help of the IBM 709 computer. The coordinate

configuration is shown in Fig. 4.1.

4.2 Assumptions Made in This Analysis

In this analysis, the following assumptions are made.

1. Nonrelativistic mechanics.

2. The force due to r-f magnetic field on an electron is neglected.

3. The z-component of d-c electric field is zero and the potential

distribution under steady-state conditions is a function of y

for all values of oc.

4. There are no variations of any quantity in the direction of the

magnetic field.

5. All perturbations in the steady-state analysis are of the form

/-t) Ft(y.z) e o t

anL smafll-uignal conditions we cosii.5med.
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6. The effect of collisions is neglected.

7. A half4axwellian distribution for the y-component velocity and

a full-Maxwellian distribution for the z-component velocity are

assumed. The electrons returning to the cathode due to the

presence of the potential minimm do not change this velocity

distribution.

8. A filamentary beam of finite charge density is considered.

4.3 Derivation of Steady-State Space-Charge Density (Boundary Value

Problem)

The emitted electrons are considered to have a Maxwellian velocity

distribution and electrons with negative values of initial y-component
J6

velocity are not considered. The expression for po is derived in a

manner similar to that of Twiss 20 and the dependence of the initial nor-

mal critical velocity on the initial tangential velocity is also consid-

ered. For the initial velocity components the normal critical velocity

for a given value of tangential velocity and cyclotron frequency is the

y-component velocity which will be Just enough for the electron to escape

the potential minimum barrier for a particular potential distribution in

that region. The expression for this velocity is derived in Section 4.4.

In determining the space-charge density it is necessary to include all

electrons with all possible electron velocities. Let n(v) dv represent

the rmber of electrons per unit volume in the vicinity of the cathode

with initial velocity components given by

< i < j: i 
and

< i < i.+)



-106-

Then, according to the Maxwellian velocity distribution law,

-M

n(v) dv A e 2kT di (4.2)

where

A-
jel kT42imT

and 0 < < <O, < < w < and 1 = saturation current density. The

y-component of the current density dI due to electrons with their
0

initial velocity components given by Eq. 4.1 is

0~ ~ i i i

Substitution of A in Eq. 4.3 yields

-2 -

dI k 1m2  em T did i (4.4)

From the conservation of charge, it follows that

dlo =- dp ,(4.5
0 0

where is the Y-cciuponent of velocity and dp is the space-charge den-
0

sity contribution due to electrons with their initial velocities given by

Eq. 4i.1. From Eqs. 4.4 and ii.5, the following is obtained:

dpo i~e M2 d i 46
0 - ~ k 4 (2~V(y) + -P co~y

2 -2& 3r ]1.(2

Of "WOOi
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where has been substituted from Eq. 4 .39. Because of the assumption

that V(y) is a function of y, is also a function of y and this makes

dp 0 a function of y only. The following variables are introduced:

= (4-T)
~ 

22

I() etV(y) Ic 48_(y) lekT , (4.8)

where y represcnts the normalized value of and *(y) corresponds to

the normalized normal velocity neglecting the initial velocities. Equa-

tion 4.6 is then given by
"2 '2

! Yi+Zi
i~~ -m i

I e m dV di

dp cY- 2 (4.9)

I---r2kT F*. i+ V>12

The total space-charge density p0(y) for temperature-limited oper-

ation is given by integrating Eq. 4.9 with respect to Yi and i within

appropriate limits. For space-charge-limited operation the crossed-field

diode is divided into two regions, namely:

1. Potential minimum region, i.e., the region between the cathode

and the potential minimum; this is the decelerating region and

all electrons emitted with their initial normal velocities

<ic are turned back to the cathode.

2. Gun region, i.e., the region between the potential minimum and

the anode; this is the accelerating region and all the electrons

'with their initial normal velocities > i can cross the poten-

tial minimum barrier and are then accelerated toward the anode.
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The electrons reflected from the minimum may hit the cathode and

change the value of the saturation current density I s instantneously.

It is assued that I s remains constant and its value is not affected by

the reflected electrons which may tend to oscillate back and forth in

this region, imparting under favorable conditions a part of their energy

to a small perturbation at the potential minimum. For simplicity this

energy exchange phenomenon will be neglected. For the evaluation of the

space-charge density from Eq. 4.9 for Region 1, it is also necessary to

take into account the reflected electrons. Then the expressions for po0

and p0 2 representing the steady-state space-charge densities in the two

regions are given by

V -

01 5  C f Vi i  Y

p .- e___ , ( e.d o

012 4;;onkT f. 'm i

M12
V V i

+f di, f j12dY , (4.10)
T CO 0 T [(y) +vy MCOy

where

_y2 2 + po+wy
IkT 2kT 21 (4cm cmi,

represents the nozzalited value of " The first and second suffixes

in Eq. 410 correspond to the upper and lower signs respectively. The

significance of the patteter A. is discussed in Section 4.A. Now

substitute
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Sv - - (4.12)r ¥i kT

into Eq. 4.10. After simplification, the following equation is obtained:

PZ = - 2kT e k i L- erf ()d I

iw ~Yit  m 2
ci i

± j e"jrI - "i'(K)dj (4.i3)

6 where

O m M(41

t = e'(Y) + T Cei (4.13)

a" mcy i  (.4

2 yo kT

and erf(t) is defined by

eu du = - - e" du %/f er± (t) (4.16)

0 t

In order to determine the potential distribution in the two

regions, Poisson's equation in the form

d2V (4ii
dy

2  
GO0

is utilized and this form is Yalld In the case of a one-dimensional

potential distribution. It in evident frma Eqs. 4o 3 ad 4.17 that a

solution for V(y) involves three Intepftions and it beees necessary
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to make a few approximations in Eq. 4.13 so that a solution for V(y) may

be obtained conveniently and within a reasonable accuracy. For this

purpose the following two cases for the arguments a1 and aX involved in

the error functions are considered.

Case A

Argument t of erf(t) as defined in Eq. 4.16 is large, so that

erf(t) = e"' 2  du i - + 1)3-2 J 2 2 t (-: " " ,
0

(4.18a)

4 T e t2- 2 2t 4.

where the higher order terms in Eq. 4.i8a have been neglected.

Case B

Argument t of erf(t) as defined in Eq. 4.16 is small, so that

t
u 2  t t5

erf(t) = e du = t - .+ - $ (4.19a)2f ", -3 ' .21 ""
0

t (4.19b)

where again, as in Eq. 4.18b, higher order terms in Eq. 4 .19a have been

neglected.

First consider Case A. This assumption leads to the following

expressions for p01 and p02
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'2

mz1
ml- -- vy

kT4  y 11/22, -~ ~ .o

!: *(2 + Vyc "
2k Y

e Vc

s f e d i  . (4.21)
P 02 - 5mcY i  1/2

k- 4v jz

ml 2kT

By substituting for Vyc from Eq. 4.13 (actually derived in Section

l4.4) in Eqs. 4.20 and 4.21 and simplifying further, the following equa-

tions are obtained:

mA2

r / -11 - (-2TIV + ~22)
2y-1/2 KyMA2 y) e m cm J (4.22)

me2
15 ~,\1/ / \-12 -- a. 2iV + cf'

-- M~/4& ) e -

02\ kT/ \ 3

(4.23)
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Equations 4.22 and 4.23 are valid for values of V other than those given

by
*y 2

and

y - o , (4.24)

and r(1/4) represents the gamma function of argument 1/4. For negative

values of i the justification for considering Case A to simplify Eqs.

4.13 through 4.15 is evident for the arguments a1 and a 2 given by Eqs.

4.14 and 4.15 respectively. For positive values of ii, the value cf Vy c

given by Eq. 4.11 is increased and this corresponds to a very small

number of electrons in the Maxwellian velocity distribution curve. Thus

the approximation made in considering Case A would yield a very small

error in the final results. Consideration of Case B will be discussed

in Section 5.1. It should be pointed out here that these approximations

are made in solving for the values of Vm and ym for a given set of param-

eters. Once these values are determined, the various d-c quantities and

the propagation of a perturbation along the beam in the gun region can be

determined with the potential minimum taken as the origin. This is dis-

cussed in detail in Sections 4.6 and 4.7.

4.4 Derivation of the Initial Normal Critical Velocity and the Two

Velocity Copnet

In Section 4.3, the initial normal critical velocity given by Eq.

4.11 was used to develop expressions for the steady-state space-charge

densities for the two regions. As mentioned in Section 4.3, all the

electrons having their initial normal velocity > cross the potential
C

aini- barrier and the electrons for which y < are reflected back

toward the catbode. In dveloplg an expresion for , a parabolic
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potential distribution in the potential minimum region is assumed. In

practice the potential distribution determined by using Eq. 4.22 in con-

junction with Poisson's equation may be used to determine a new value of

Yic and the iteration process is repeated until convergence is obtained.

The potential distribution assumed is shown in Fig. i .2 and is given by

V
V (y ym) 2  for y < Y (.25)m

so that, at y =YM'

V V ()i.26)

and

dV
= 0dy

where Vm and ym correspond to the potential and the position of the

potential minimum respectively. By using the steady-state equations of

motion for an electron given by

= c (4.27a)

and

y= -IE y-Wc (4.2T7)

the following may be obtained for Region 1:

Y2, m " c z

Y -"sin nt + y 2  i coo lt) (.28a)

icos at + - .... sin t (4.28b)

and



-114-

-- DISTANCE

FIG. 4.2 POTENTIAL DISTRIBUTION ASSUMED TO DERIVE AN~ EXPRESSION

FOR THE INITIAL NORMAL CRITICAL VELOCITY.



0 si nt +p- o I Cs (4.28c)

where

V
2T .2+( (4.29)

The coordinate system used for the developmuent of the above equa-

tions is shown In Fig. 4.1 and E = 0 is assumed. For the development of

an expression for
C

= (4.30)

if

= 0 at y y

Under these conditions

21lVm + 0)y,2 + 20)Cy j 1/2 (4.31)

and

Even though for i, = 0 at y = ymand the electrons may

experience a decelerating force depending upon' the sign and the magnitude

of ii To be sure that all electrons with ji> move into Region 2, a
c

constant A, is introduced to give

~ A, 21%V + c~y~ + 2a)Y~ y )/ (4.33)
C /

where

A > 1 .(4.34)

A special case of academic interest is the one in which
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and

z -Wy (4.35b)

Under these conditions, Eqs. 4.28 become

y it , (4.36a)

, o (4.36b)

In other worda, for the conditions given by Eqs. 4.3, the effects of the

potential minimum and the initial tangential velocity compensate for each

other. The electron moves with a constant initial normal velocity ji and

is accelerated in Region 2 only. In such a case all the emitted elec-

trons are able to cross the potential minimum.

From Eq. 4.27a the z-component velocity is given by

'io = (cy +  i (4.37)

where ii is the initial tangential velocity. The conservation of energy

gives the following:

+ j 2" v + yj + , (4.38)

where io and io correspond to the two velocity comlponents at a point

(ypz) corresponding to the voltage V and ji is the initial normal veloc-

ity. By using Eqs. ..37 and 4.38 the expression for o is obtained as

1/2o+ (- -. )io [2 V Y _ 2 0
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4.#5 Potential Variation A~oia the Beami (Budr A~tPolm

The potential distribution for the two regions is determined. by

using Poisson's equation and the expression for the space-charge density

for the two respective regions given by Eqs * 4.22 and 4.23.

d2 V _ ___

dY2 0

0

atm ~ e~ (4 .4 o)

andV

V 0 at Y=O0 (4.41b)

Equation 4.40 can be integrated to give

- ~ 3/2

0

2

3mA
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Region 2~.

d2 V Po02

o (4.i 3)

~Then the boundary condition is

dV 0 -c at y y .m (4.Ii)

0a

: Equation ii.45 can be integrated to give

A2

I (1/4) _21" ,- (" 2IVm +oy 2)

.... : - yY) e2  T C +K,
OT m

0 c (4.431

The boundary condition given by

V = V at y = Y(.4)

S02 a m)6

' does not lead to anyv useful information and thus the constant of inte-

gration K4 in Eq. .5 is evaluated from the following boundary condition.

. V = Vo , o = wc at y = da, (i.A7)

3 FC 0 c c

where Vo is the d-c potential applied to the anode at a distax~e d fromithe cathode an c corresponds to the cutoff cyclotron frequency for the

crossed-field diode under invetiation Equation .i7 is also valid for

c <  since in that case all the electrons are collected at the anode.

Our interest is, however, when formatin and the co nstant K o i tu

vaated usiin Eq . .7 to give
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2  mA2

~ )/2 )11 (2i 1 5 0y2) 1 )

(2 /4 (d-y( V0o2 VO so . .... r(1/4) kT M " Cey ,

iio cc

mA

}:: 2

c~ =  cc As mentioned in Section 4.3 the expressions for the voltage

along the beam given by Eqs. 4.42 and 4.48 are developed in order to

hdetermine the values of V. and Vm for a given set of paraeters. A more

rigorous derivation for the space-charge density and the potential dis-

tribution in the gun region as an initial value problem is given in

Section 4.6 and the values of ym and Vm determined in Section 5.1 are

utilized in this derivation.

4.6 Derivation of Expressions for the Space-Charge Density and Other

Related Functions (Initial Value Problem)

In Sections 4.3 and 4.5 expressions for the space-charge distri-

bution and the potential distribution for the two regions were developed.

In the boundary value problem these expressions are used at y = Ym to

evaluate the values of Vm and ym for a given set of parameters. This

is discussed in Section 5.1. In the gun region the z-component of the

current density cannot be neglected and thus the total velocity vector

and the total current density vector are considered in this section for

the derivation of the various functions.

In treating this as a boundary value problem it becomes necessary

to predetermine the dependent variables such as V and p. at the entrance

to the interaction region. Te procedure involved in the solution
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concerns a trial and error method and is generally time consuming. The

problem treated as an initial value problem requires the values of the

dependent variables at the input plane. Integration is carried out along

the beam trajectory to determine p0 , V. 0, io and the propagation of a

perturbation along the beam. By considering again a Maxwellian velocity

distribution for the electrons crossing the potential minimum, the cur-

rent density d1o due to electrons with their velocities given by Eq. 4.1

is determined in a manner similar to that used in deriving the y-ccapovent

current density given by Eq. 4.4.

21 -M /2

dI s  e T (j,,2 .d 2. (,di: o (..p3/2

From the conservation of energy, it is seen that

r = v = + 2 /
2  

a (j2 + 2 + 2V / a (4.50)

where a is a unit vector in the direction of the total velocity. By

making use of the following three equations,

dl°  = - dp , (4.51)

g and
v



and Eqs. 4.49 and 4.50, the space-charge density po in the gun region may

I be expressed as

. 2M.._ '\/2/ e Cu + v 2 )1'/2
a( +22v

p 21) dv du (4.5)

Uc (U2 + v2+ eI)/

f where, as was the case in deriving Eq. 4.10 from Eq. 4.9. integration

over all possible valuas of u and v is made to obtain Eq. 4.5 from Eq.

4.51. The parameters u and v are the normalized dimensionless variables

and u. is given by

= X c

where Y given by Eq. 4.33 is rewritten after making use of Eq. 4.53.
C

A, 2jVm + w y2 + 2wacy m v) . (4.56)
C M 1 \ m C

For some negative values of v it is possible that y can become negative
c

so that all the electrons with these negative values of v can cross the

potential milnimu. For these electrons i (or u.) is taken to be equal
c

to zero.

By using the one-dimensional Poisson's equations, substituting for

p0 from Eq. 4.5, multiplying this result by 2(dV/dy), and integrating

with respect to y, the following equation is obtained:
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dV 'I. )2 If2  d(U2+V2)(U2+V2)1/2 (2-V2

0 c

+ -iUY )1/ du (4.57)

where D. is given by

Dm  = dv e 2 + )(U2 + V2)1/2 2 + V2 + )/ du

U (4.58)

and where it has been assumed that

d 0 0 at y = (4.59)

(y = 0 refers to the input plane which now corresponds to the position

of the potential minimum). The expressions for the two velocity com-

ponents given by Eqs. 4.37 and 4.39 are rewritten as

0 Q (y + Ym) 
+ ii (4.60)

and

~1/2
o [2TIV + - we(y+ y)-' 2 (y + Y .)ziJ (4.61)

in the new coordinate system, where and i correspond to the ensemble

averages of the initial velocity components and these are given respec-

tively by
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7 1 I~ii~U2+v2)
JIdv u e' du

mA2

T T M T 2 3V 2J2
'n

and

I 21. f*j ' d V '~ + v-)d

in dv f U u(.3

where In corresponds to the normalization constant given by

n  J dv f e (U2 + V2 ) du . (4.64)
-w Uc

The solution for V from Eq. 4.57 in the potential minimum region

is discussed in Section 5.1. For V in the gun region, two divisions are

made.

1. For y < y., y,, the solution is given by numerical methods and

is discussed in Section 5.3.

2. For y > y,, when

le IV(y,)
kT 0 0u+2  (4.65)

Eq. 457 may be simpli ied as

dV' - 1 _,]I()122} /2l 4{ d e(U 2+V2 )(a2+V2)1/2 1/}2

Uc (4 .66)



where Da in Eq. 4.57 is also neglected because of the coadition

given by Eq. 4.65.

Because the integrand in Eq. 4.57 includes an exponentially

decreasing term, it is not necessary to carry on the integration over the

infinite range. Since the integration was done numerically with the aid

of an M4 709 computer, the limiting values u0 and v o for the two vari-

ables u and v are included in Eq. 4.65. The determination of the values

for uo and v. is discussed in Section 5.1. The condition given by Eq.

4.65 reduces the computer time significantly. Equation 4.66 may be

integrated with respect to y to give

(V)3/4 M k (y-y ) + (V1 )314 for y > y1  , (4.67)

where the voltage V1 corresponds to the position y = y. and K1 is given

by

K 's ( [8 1( m 1/21/2 [ f dv f e(U 2
+V

2
)(u

2
+V

2
)1/2 du1/

Uc (4.68)

Under the conditions give by Eq. 4.65, Po can be rewritten from Eq. 4.54

as

P 21e'U2+Y2)(u 2+v2 )1I""du . (4.69)

Once the potential distribution along the y-axis is determined,

io and jo can be determined as given by Eqs. 4.60 and 4.61 respectively.

The trajectories are determined by a muerical method given in Section

5. and the current density cmponent are evaluated frm the following

equations:
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z " 0 °o o (4.70)

'P.

Iz PO p 0 (4.71)

4. Propagation of a Perturbation Along the Beam

In this section Maxwell's eqations and the equations of motion

are used to develop five working equations for evaluating the propagation

of any perturbation originating at the potential minimum. These equations

may be solved for small-signal conditions. It is also possible to develop

five similar working equations for the large-signal analysis. From

Maxwell's equations the following equations may be derived:

2E zE z
C- --- + Pt

2 + t W ) (4-72a)

and
2E 2E_ _ z E_ X+ Po (  ( 4 7 2)
,3. 2  ;Z Coll. t2% (14.7

where

B = z E o (4.73)
y

is assumed. Now assuming that all the dependent variables may be written

as

and thatf(y,z,t) - fo(y) + f,(y,z) e~t (4.74)

, :. and that

B 0 , (4.75)zo

where suffix o refers to the d-c quantity and suffix 1 refers to the a-c

quantity, EqS. 4.72 reduce to the following for small-signal conditions:
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z Y
1 1 - 2E + JM g p + p (4.76a)

-' -C* 0 0z 01 (0.70a)

and

2E ~ E
y1Z_ -Z 604 WE yl+ JwO L(PO +P Oi) . (4-76b)

00 y 0 0 . 0

The equations of motion for an electron in a crossed-field geou-

etry shown in Fig. 4.1 are given by

z TT + 7 +'ZTIZ+c (4.T7a)

and

y + +w .~ 0 (4.7h)

For steady-state conditions Eqs. 4.77 lead to

o= o (4.78a)

and

yo = "Yo -W o  (4.78b)

The a-c parts of Eqs. 4.77 are written as

jiay+e " o + ;o 0= (4.79a)

and

3.+W Yo + "N 0y "°C=

lwhere the second-order terms are neglected. The other equation used to

evaluate the propagatim of awy perturbation is given by

+~ . P3 4, o+ 4.0
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SEquations ).76a, '.76b, 4.79a, 1 .79b and 4.80 are the five working equa-

tiom used to evaluate the propagation of a perturbation. Now if it is

Vassumed that these perturbations are functions of y only, the equations

reduce to

d2E
W2 -l DE + jCiD (~ .1 ) + (4~.81a)

0 Cy- 0)2E + jso OP, + P. ) ,(4.81b)
y001 0

dE

dy p

-- =- 
(4.8le)

0

From these equations it is possible to determine the five unknown

a-c variables, namely Ez1, Eyl, ij, Y and pl, as a function of y. By

assuming that these a-c quantities vary as exp 7y, the following fifth

degree determinantal equation may be obtained.

i
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di y j [32(_20)+ 2j. -0- 0,22
+,. Fr Co2 .(,0 2 (0)]'

1 -3 2dydy.

1. C1

0)' 4 -' + ,J.. __o (2 .- W 2 0a)2

_C 0)2 C2 dy 2 p c0

where

a2 PO (4.83)
p " 0

cp is the plasma frequency and c is the velocity of light. The various

functions such as op, o d0 /dy, and i 0 are functions of y. These

functions are not known analytically (except for iO which is given by

0o =M cy + and are evaluated at some values of y only. Thus it is

necessary to solve Eq. 4.82 for the five roots of 7 for each value of y

and the positive real roots will correspond to the growth of the pertur-

bation for that value of y. (This is how the nonlinear problem has been

reduced to a linear problem.)

An approximation of an open-circuited diode leads to a simplified

expression. For an open-circuited diode the total a-c current density

components are zero and the left-hand side of Eqs, 4.72s, b.76& and

h.81a reduce to zero. Under this condition I ad EYS givn by No.

b.81a and h.81b rspecttvelr as
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E. 0

By substituting Ez and E Yjfrom Eqs. 1h.84 in Eqs. 4 .81c, 4.81d, 4.81e,
ZI

the following equations are obtained:

+a Jcv Py 0 (4.85a)

~~~~ T2 +w ----y 0 4.co~ 01

0

and

dj dpo dp, dyo
1 0 1 * 1o---sy--+--+-- jayp =y 0.(l.

From Eqs. h .85 the expressions for dil/dy, d ,/dy and dp1 /dy are written

as

i0+ 1Ll%2 z + ;2-jE ZJ (i4.86a)

00

0 Y1

and

4. -0{~ + JOP + + o L d (4.86c)
0 d

dy yP
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Assuming again that the a-c quantities vary as exp yy, Eqs. 4.85 can be

reduced to algebraic equations and a determinantal equation of the third

degree in y can be found. The roots of y will determine the growth or

decay of the perturbation.

Equations 4.86 can be used in order to determine the propagation

of a perturbation originating at the potential minimum for an open-

circuited diode treated as an initial value problem. A similar set of

equations may be obtained when the assumption of an open-circuited diode

is not made. This initial value problem requires numerical values of the

various fluctuations at the input plane (the potential minimum) and the

selection of such values becomes quite important when some of the d-c

parameters are extremely small. Another disadvantage of the initial value

problem treatment is that the significance of the various waves (space-

charge waves, cyclotron waves, synchronous wave, etc.) is completely

lost. Thus the problem of determining the propagation of an arbitrary

perturbation in the gun region is solved as an eigenvalue problem, i.e.,

by solving for the roots of Eq. 4.62. This is discussed in detail in

Section 5.5.

In deriving Eqs. 4.82, the variations along the z-axis are neglec-

ted. This is necessary because, if these variations are also taken into

account, the problem of determining the propagation of any arbitrary

perturbation in the gun region becomes nonseparable. In other words when

the variations along the z- and y-axes are considered simultaneously, it

becomes difficult to separate the two variations in the two corresponding

functional forms and in order to solve for propagation of a perturbation

alok the beam it is necessary to solve for y from Eq. 4.82 for several

values of 7' (defined in developing Eq. 4.87). The corresponding
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determinantal equation when the variations along the z-axis only are

considered is given by

3 + + +2 [3 + ( + +(1 + )o+ ) 00
0o dy .rd

' 2 c2 o - 2

+ ' [ c2  0 o o

. 35 + -C p M2 + - Op imc 2  c 2  dyp

jW M2d 0 ( 2(2.87)W
Okj 0)2) _(op (

The d-c parameters are functions of one coordinate only. This is

why the terms like the variation of the d-c y-component velocity with

respect to y are written as such in Eq. 4.87. The propagation constant

y is written with a prime sign so as to distinguish y in Eq. 4.82. It

may be seen that Eq. 4.87 is very similar to Eq. 4.82 and thus the nature

of the roots obtained from the two equations will not be very much

different. The results obtained from solving Eq. 4.82 are discussed in

Section 5.5.

14



CHAPTER V. RESULTS OF DENSITY FUNCTION ANALYSIS

.1 Evaluation of the Parameters Vm and ym

Expressions for the space-charge density and the potential distri-

bution in the potential minimum region and the gun region were developed

in Sections 4.3 and 4.5 and are given by Eqs. 4.22, 4.23, 4.42 and 4.48.

These expressions may be used to evaluate Vm and ym as a boundary value

problem. The two parameters are equated at y = m as shown by the

following equations:

02 (d)JIJc V) = 0 1 (T 15 ,aQ) at y' - m (51a

and

P 02 (TISWC) = 01 (TIsO) at Y "Ym (51b

where V and Vo1 are the voltages and p02 and po1 are the space-charge

densities in the two regions. Because of the simplification involved

in developing the expressions for the space-charge density and the

potential distribution, Vo1 , 0 1 and po are functions of T,15 and a)

only while Vo is a function of d,T,1swc and VO. In Section 4.4 a

parameter A. in the expression for 5ic, the initial normal critical

velocity, was introduced. The value of this parmeter is to be taken

such that the electrons with their initial velocities k > ido not

experience a decelerating force corresponding to Eq. .32 and thus are

not reflected back into the potential minima region. Some simple cal-

culations indicated that a value of A1 slightly greater than 1 is

sufficient for this purpose. Certainly a very large value of A canot

be selected because this wvA man that soma of the electrous vhiAbA-,42
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actually cross the potential minimu= barrier are not taken into account

in the gun region. For the present analysis a value of A - 1.01 was

selected and found quite reasonable. Thus an approximation given by

Ym - YM (5.2)

was made in the operations given by Eqs. 5.1. To avoid a singularity

caused by substitution for y from Eq. 5.2 in Eqs. 4.22 and 4.23 evalu-

ated at y a y ,Eq. 4.11 (for A, .l.01) is substituted in Eq. 4.13 and
m 3

by making use of Eq. 5.2 the following equations are obtained for Case A

of Section 4.3 after simplification:

PO1, y 
=  Ws- Y-mT2m T  r(1/4)P ° y=m 2ekT c m

g" (-2yviVm ) ?

IT (-2v 3  ey)
oejy~ 2kT4mA

i Using the boundary coudition given by Eq. 5.lb and Eqs. 5.3 and

5.~~~~~~&,*(m +h foloin2s btiedafe4sapiictin

IWM
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Y.2 ,,),1/2 2%v) CM .

- 22~2
2 x e ( 5 5 )

Equation 5.5 is one of the two equations used in evaluating Y. and

Vm as a function of the other parameters. By using Eqs. 4.42, 4.48 and

5.1a, the other relation is obtained and is given below after simplifica-

tion:

0  )I2 .1/ 2,

k~r/ - -Y ) ]

e 2 (5.6)

where

A2

S,~ .- 2IVM + w%)(5 .7a)

and
m2

1= (- . 21v + ,c
y , (5.To)

where s' corresponds to the value of sz for cutoff cyclotron frequency

cc

Equation 5.5 may also be simplified to give

By substituting for y tA from Eq. 5.8 in Eq. 5.6, the following is obtained.:



Vo (W% /2  -t )/2 3/2 e(32)

K2 .  45l2K - 1-e

f(s,Vod/o T) , (5.9)

where

K = 390 i (5.10)

and

K 2  a[r1/4 ()' 4 i7 ) 3/2 (5.11)

When w co is substituted in Eq. 5.9, it is possible to determine the

value of sj. Figure 5.1 shows the plots of the right-hand side of Eq. 5.9

versus s', for wc = -cc for three different values of Vo . For a given

value of V° the left-hand side of Eq. 5.9 is evaluated and this deter-
mines the value of s' from the plots shown in Fig. 5.1. As the value of

V0 is changed the value of s' may increase or decrease depending upon the

values of the operating parameters. For large values of Vo, it can be

seen from the plots shown in Fig. 5-.1 that the value of s' is decreased.

This corresponds to a decrease in the values of JVmj and ym which is in

qualitative agreement considering the fact that as the anode voltage is

increased, the operation of a diode becomes less and less space-charge-

limited. By making use of Eqs. 5.6 and 5.8 the values of V. and ym for

different values of w. can be determined for a given set of values of

Vo,d,18 and T. The cutoff frequency ccc is given by
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for small initial velocities.

V A graph showing the variation of the normalized Vm and Ym as a

function of M is shown in Fig. 5.2. There are some limitations in the

range ofc for which satisfactory values of y and Va can be determined.

This occurs because of the several assumptions made in simplifying the

integral equations. One limitation is evident from Eq. 5.9 in which the

value of the function of f(sB,Vo,dcT) must be positive and less than

1 because si is always positive. This puts a limit on the values of

V ,Is and d which can be selected in this problem. For values of w >0 C

W the value of V calculated as outlined above was found to be positive

and those results had to be discarded because for a space-charge-limited

operation V cannot be positive. In order to fill in the data for wc >

W ,c a similar analysis was carried out for Case B described in Section
7cc

4.3 and efforts were made to calculate values of V. and Ym in the same

manner so that values obtained from the two cases at different values of

w may be matched also. However, for the given data, no value of 0c was

found for Case B for which Vm will be negative. Thus, the curves for VM

and y for values of ac > cc have been extended to follow the same

curvature and this has been indicated by dotted lines. Also a straight-

line approximation to these two curves for ac > c has been used and

this is also shown in Fig. 5.2. After having determined the values of

V ad ya it is possible to plot V/V , i.e., ornUsied voltage given by

Eq. 4.43 versus y/y 3 in the potential minis= region. In Fig. 5.-3 the

variation of the normalized potential according to the equation
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V

for three values of n is also shown for the sake of comparison. The

actual curve seems to follow variations corresponding to n u 3.

The variation of V. and Ym as a function of c can be explained

qualitatively as follows. When the cyclotron frequency is increased,

the curvature of the trajectory of a particular electron is increased.

This follows from the fact that the radius of the cycloidal path of a

single electron is inversely proportional to the square of the magnetic

field. Thus, an electron for a given set of two velocity components

travels through a shorter distance along the y-axis as the magnetic field

is increased and will return to the cathode if it did not cross the

potential minimum barrier. This means that as the magnetic field is

increased a greater number of electrons will return to the cathode which

results in more depression of the potential in the potential minimum

region, thereby increasing the value of the magnitude of the potential

minimum.

5.2 Normalized Current Transmitted Across the Potential Minimum

The current density is given by Eqs. 4.49, 4.52 and 4.53 for

0 u < and -< u < -:

14is (u 2 +v2 ) (+v)1/2 (5.11)
dI 0  -e Ud dv

The total current density I transmitted across the potential minimum is

given by

/. e (uu + ) (u'o) du dv (



If it is assumed that the effective cross-sectional area of the

beam remains constant for a range of values of w under consideration,

the variation of the total current transmitted across the potential

minimum (usually referred to as the cathode current) can be computed from

Eq. 5.15 and these results are compared with experimental results given

by Miller and Dow27 and by EplzteinlO . This is shown in Fig. 5.4 where

I/I° is plotted versus B/Bc for various cases mentioned below. These

curves have been normalized with respect to 10, which corresponds to the

current at the cutoff value of the magnetic field. In one approximation

the dependence of v upon u0 given by Eq. 4.55 was neglected and the right-

hand side of Eq. 5.15 was converted into a single integral, namely

1(~3/2 A c~xd A 3I F~
A x2 e- Jx t x2e.+ 7ce" .fl]

~(5.16)

This variation is shown in Fig. 5.4 by Curve A. The different

values of xc for different values of (c were obtained from Fig. 5.2 by

using the IBM 704 computer for the same variations of V. and Ym as used

for Curve A. Curve B corresponds to the variation of Vm and Y. with w.

obtained from the straight-line approximation shown in Fig. 5.2. It

may be pointed out here that in evaluating the right-hand side of Eq.

5.15 the limits for the variables u and tvi were kept at 5 to give a

reasonable accuracy.

Curves D and Z crrespOnd to experiMtl data by Miller-Dov2

and Epesteinl O respectively. The difference in the two seta of experi-

mental data see to reflect the significance of the geometrical faect or,

the operating pO O such as It Vo aA the type of cathode %V"4
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This also Indicates that if all these factors were taken into account and

equations similar to Eqs. 5.6 and 5.8 were obtained without any approxi-

nation, the resulting curves for VI and ym would be very close to the

two curves shown in Fig. 5.2. It is interesting to note that in spite

of the several approximations made in developing this analysis and that

the solution is also limited by the proper selection of the parameters

V , d and Is the results seem to give a fair agreement between the

theoretical and experimental results.

5.3 Evaluation of Space-Charge Density and Other Related Functions

In the last chapter equations of po and dV/dy were developed in

an integral form. These integrals are evaluated by numerical methods

and for this purpose Eqs. 4.54 and 4.57 are rewritten as

- -2 2 1/2 e, e''(u2 +v) P 2 )d / 2

S +~r Le LlV'1/2 i i 5.7
V-@ U= + 2  

_L

and

dV 8I kT 2'N1/21/2 r v U -(U2 +V2 ) (ua+v)/
dy L Te- TT1\) e uav)/

c

(U2 + V2 + .Yl) dui dvi Dm} (58

where

e.(e+V2) IjeJV XT/2du v

Dm  e(IE+ 2 ) (u2+v)1/t (U_ + v2 + - ' di ,vi

V . ( 5 .1 9 )

J<



In evaluating the double suamations in JEqs- 5.1T through 5-19 by

the use of an INK 709 oaputer it is necessary to restrict the values of

the two variables ua eAd v within a reasonable range to give a good can-

promise between computer time and accuracy. Fortunately in these

suinsatio.5 there is an exponentially decreasing term and the exponent

varies as the sum of the squares of the two variables. For this reason

it was noticed in the evaluation of Eq. 5.15 that the range of the two

variables may be limited according to

-5< v < 5

and

X and increments in u and v by 0.05 seemed to give a reasonable omupromise

IV, between the computer time and accuracy.

For evaluating p0 from Eq. 5.17 it is necessary to determine V

first from Eq. 5.18. For this purpose the diode was divided into several

rectangles distributed along the y-axis and infinitely extended along the

z and x axes, and the y-coordinates of these rectangles are taken asy

ylp y2 ... y~ . with y0 being that for the potential minimum. With a

certain potential distribution assumed as a first approximation, the

value of dy/dy at y - y, can be evaluated with the use of Eq. 5.18 for

a given set of values of Vas, ym and %. With this value of dV/dy aty3

a new value of V at y,, can be cosputed by the relation

Where, 0 orespgm to the Potential. miua an (dV/ay). 0. Io

this "Wv~ " a40 6ty
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new value of V1 is computed as before. This method of iteration is found

to be very slow and for this purpose it was decided to compute dV/dy

from Eq. 5.18 for a given value of V and then determine the corresponding

value of y from Eq. 5.21 rewritten as

2 FjV(y,.) Vy)

Y yj+ yj - - . (5.22)
J+1 i

This procedure corresponds to selecting an arbitrary value of V and then

correlating a value of y with this voltage. Therefore it is not necessary

to make any first approximation for the voltage distribution and then

worry about the convergence of the iteration process. This process

V involves less computer time and the error involved will be less if the

value of AV measured in terms of percentage increases in the voltage from

one position to the next is taken as small.

In evaluating po and dV/dy from Eqs. 5.17 and 5.18 in the manner

described above it is necessary to check the minimum value of the term G

involved in the expression for D. given by Eq. 5.19. G is defined as

G - u2 +v 2 + m U2 k > 0

jeIV ,V2 J~ + s U S 0 .(5.23)
" v 2 +-T- c (.~

It is necessary to consider the value of Gain so that the evaluation of

the square root of 0 does not lead to my compter problem, i.e., 0 does
not become neptive for the values of ec, y3 and V selected in ealiing

Eqs. 5.17 and 5.;B. By substituting for fro Eq. 4.55 the ulnim

valxnat o 0 16 food to be



(A_1 2Y~ + 2W2M +2,Mcm FakTv + 21CV

for u,, 2 0 (5-24a)

and

Gm - 2 v + -i for u2  < 0 .(5.24b)

The value of v for which u2 = 0 is found to be equal to -1.47 for
C

the parameters

WC 5 x 109 rad/sec,

-0.104~ volts,

y- a0.172 x 10~ m

and

T -10000 K .(5.25)

Under these conditions G0 for u2 < 0 is always positive. For valuesin c

of uF 0, the value of G 0.022, which occurs at v -5, and a

plot Of Gmin versus v is shown in Fig. 5.5. In the gun region V 2: Vm

and it is concluded from this that there is no problem in evaluating the

square roots of the functions in Eqs. 5.17 and 5.18. It also indicates

a reasonable set of values of V M and y M selected in this problem.

After various values of V are correlated with corresponding values

of y, it is possible to determine the two velocity components at these

values and also determine the time taken to move from one position, to

the next. The values of i. and to arn given by Eqs. 4i.60 and )4.61

respectively. The trajectories can then be determined from the following

equations:

(a) *2 ~ y(5.26)
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and

z 3 ~ -2j + .. 40) 2 (5.27)
J+I3+2. 03

where (4t)1 represents the time taken to move from yjto yJ1and is

computed from Eq. 5.26. Once the value of (4t)3 is computed the corres-

ponding change in the z-coordinate during the time interval (4t) 3 is

determined by Eq. 5.27. In this manner it is possible to plot trajec-

tories, i.e., the y and z positions as a function of time.

The values of and iiare determined from Eqs. 4.62 and 4.63

respectively and are written in sumation form as

and

1 F2W -(U2+V2 ) d
z.~d j (5.29)

Va-os UinUC

where

in ~ e-(U2+V2) du, dvi (5.30)
VS-os U-UC

The range for the variables u and v is given by Eqs. 5.20 and as mntioned

above the increments in du and dv are taken as 0.05 each.

The variation of the two current densiti.es J. and Jz at the



J(y) . (y) *i(y) .(5.32)

The coordinate zis not included in the above two equations because

once y iis determined, z jis automatically determined by Eq. 5.27, thus

y(actually V, in the manner in which Eqs. 5.17 and 5.18 are evaluated)

is the only independent variable.

For conditions given by Eq. 4.65, Eq. 4.66 is written as

dVs /i Lm N121/ I e +V' (U2+v2)1/2

dui dvii533

Equation 5.33 is integrated to give

M3/4 K1(y-y) + V3/ 4  for y -> y1  (5.34)

where the voltage V1 corresponds to the position y -y 1 and K1 is given

by

KBIB 2M (~ -'J /2 ' (U2+V2) (U2+2)1/2 dui dVi1/
K- eec

Similarly p 0 the space-charge density, is given by

P0  ~ 2 1/ V I -1/2 e.jj (1'+vg) (U2+Va)1/2

duidvi o y2
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The double sumation on the right-hand side of Eq. 5.36 is made once for

a given set of values of (%, ys and V , and the evaluation of the d-c

parameters for y Z y1 becomes very convenient.

5.4 Numerical Results for the D-c Parameters

Once the values of ac' Ym and Vm are determined, it is possible

to determine the potential distribution in the diode from Eqs. 5.18 and

5.33 by numerical methods. It is mentioned in Section 5.3 that dV/dy
is evaluated from Eq. 5.18 for a given value of V and then Eq. 5.2 is

used to evaluate the corresponding value of Ay. In the negative poten-

tial region Eq. 5.18 is evaluated for V increasing in steps of IVmI/2.

In the positive potential region the value of AV is taken as equal to 0.5

volt for small values of V and for larger values the value of AV is

increased to as large as 30 volts.

The potential distribution thus evaluated is shown in Fig. 5.6

for small values of voltages where the potential minimum may be seen

distinctively. Figure 5.7 gives the potential distribution for large

values of V where the potential minimum is not as evident as in Fig. 5.6

because of a difference in scale. It is also noted that for larger values

of c the beam bends over rapidly. Since the potential is determined

along the beam, the evaluation of the potential distribution in limited

to small values of y for large values of " For this reason the

potential distribution is determined in the diode for two values of mc,

namely a),, a 1 x 10 rad/sec and (ca a 5 x 109 rad/sec.

It may be seen from Fig. 5.6 that in the cmon ranp of the

values of y there is littl, difference in the potential distribution for

the two cases outlined above except that the potential at a Po" yj for

the case of the larger value ofDe. is slightly greater than that fr the
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case of the smaller value of i" This may be qualitatively explained in

terms of less space-charge depression in voltage because of the less

emitted current for the case of the larger value of *o' Figure 5.8 shows

the space-charge density evaluated from Eqs. 5.17 and 5.36 for two values

of Oy It may be seen that because of less emitted current for the case

of the larger value of w c, the value of the space-charge density is less

than that for the case of the smaller value of We

The velocity components i and $o are evaluated from Eqs. 4.37

and 4.39 which are rewritten as

( o) - Wyj +i (5.37)

and

[12 - 2 , 2 c - W 2 -1/ (5.38)

Thus the two velocity components may be evaluated from the above equa-

tions in terms of yj. Figure 5.9 shows the plots of the two velocity

components for the two values of wc as a function of w T. The parameter

T refers to the transit time from the potential minimum to the point

(y 3 ,z ) along the beam in the y-z plane. This is done in order to

compare the results with those obtained from the Kino gun model 15 . The

variation of the velocity components, such as I/ c for a fixed large

cc
~value of (0 T , may easily be seen. For small values of moT the effect

of the initial velocities is significant. It is Interesting to note

that k is a maxinum at toT M 3.1 wiale the corresponding value of w T

for the Kino gun model is equal to s when the initial velocities are

neglected. According to the Kino gm model the ratio x/2 /

and the corresponding ratio in ts eas is equal to 1.. Figure 5..0
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presents the trajectory plots for the two values of w as a function of

wcT. The variation of the trajectories y and z as I/w! for a fixed large

value of toT may easily be seen. These results show a very close agree-

meat with those obtained from the Kino gun model but it should be

pointed out here that these calculations give the accurate values of 5,

y and z in terms of the saturation current density. To obtain these

results it is not necessary to assume that the y-component of the current

density is constant as is assumed in the case of the Kino gun model.

Figure 5.11 shows the plots for the current density components

versus y as evaluated from Eqs. 5.31 and 5.32 for two values of wc It

is interesting to note that the y-component of the current density does

not remain constant along the beam as assumed in the Kino gun model. It

can be seen that this assumption is justified for small values of a) only.

The various plots for the d-c parameters are referred to as two

different values of the cyclotron frequency instead of in terms of the

cutoff cyclotron frequency. This is due to the fact that the results

are obtained as an initial value problem and this does not give the

potential at the anode. However this initial value problem when solved

for very small values of the cyclotron frequency would increase the

range of the values of y for which the potential distribution is known.

The potential distribution curve for the case of Wc - 1 x 10' rad/sec

was extended to a point y a 5 x 10-3 M and the corresponding value of V

at y n d a 5 x 10-3 m was found to be very close to 500 volts which is

approKinately the same an assumed in the original calculations for

determining V and ya. This gives the value of the cutoff cyclotron

frequency as 2.6 x 109 red/soe. These calculations give fairly accuate

values of s but since this is an appraxmte method the magnetic fiele
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as indicated in Figs. 5.6 through 5.11 are given as absolute values

rather than as relative values.

5.5 Evaluation of Noise Transport in the Gun Region

In order to evaluate the noise transport in the gun region, the

problem may be treated either as an initial value problem or an eigen-

value problem. The two possibilities are discussed in Section 4.7.

Because of the continuous variation of the d-c parameters in the gun

region it becomes necessary to solve this problem at several points

(yj for which the d-c parameters have been evaluated as mentioned

in an earlier section. This is true whether the noise transport is

evaluated as an initial value problem or an eigenvalue problem. However

the solution of the eigenvalue problem is advantageous because it is not

necessary to consider the exact values of the various parameters as dis-

cussed in Section 4.7. For this reason the propagation constants y's

are evaluated by evaluating the roots of Eq. 4.82 at several points

(yj z along the beam in the .y-z plane. Since the d-c parameters are

continuously varying along the beam, the problem of evaluating the

propagation constants which are continuously varying along the beam is

a nonlinear one. However the problem is linearized when the propagation

constants are evaluated at several locations of the beam by considering

the corresponding values of the d-c parameters.

It may be pointed out here that the imaginary parts of the propa-

gation constants 7 can lead to amplification of a signal of an angular

frequency w at some point (y3 ,zj) due to a beating-wave pienomenon. It

is anticipated that the large noise output in crossed-field devices

cannot be explained from this beatlng-wave phenenon due to its low
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gain. It can be noticed that the roots of Eq. 4.82 would correspond to

five different waves. In order to show more explicitly the variations

of the roots as a function of y, the roots are divided into two groups.

Figure 5.12 shows the plots of a and - C2 (7 a c+J1) as a function of

y for four values of the perturbation frequency w. The value of

R .c/* - 2.6 in Fig. 5.12 corresponds to w - the plasma frequency at

the potential minimum. The two waves correspond to one amplifying wave

and the other attenuating wave. The positive values of c indicate the

growth mechanism and this mechanism may be considered as an equivalent

diocotron gain in the gun region. The expression for diocotron gain as

evaluated by Gould le for the interaction region is given by

h (539)
2 to u uuS ( c U0 0

where w. = plasma frequency, u - d-c z-component velocity and t -p o

thickness of the beam along the y-axis) and is considered small. It can

be seen that there is a qualitative agreement between the results for a

for a given value of R as shown in Fig. 5.12 with the corresponding

value of h obtained from Eq. 5.39. It may be pointed out here that the

values of a as plotted in Fig. 5.12 are obtained without considering

the velocity slipping stream. Figure 5.13 shows the plots of and

02 versus y for four different values of R. It is noticed that, except

for R = 2.6, the values of P and 13 are positive for small values of y

and these waves correspond to backward waves, with small values of the

propagation constants. These results are analo4ma to the results

obtained from the transmission-line aalogy of crossed-field beaasX

and correspond to sm"ll values of w/p. As the value of y is inoreasd

(or - is increased) the val us of a and - decrease and the two

OPP. +
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waves tend to become a forward wave and a backward wave with increasing

values of A as w/p is increased. For large values of w/bp as is the

case for R - 2.6, the absolute values of the two f's reach constant

values. For R = 0.2, the two waves remain as backward waves at least

within the range of y for which the d-c parameters have been evaluated.

For larger values of w (actually w/w p) this transition from the two

backward waves to a forward and a backward wave occurs at smaller values

of y. For R = 2.6, which corresponds to w - the plasma frequency at

the potential minimum, the two waves correspond to forward and backward

waves with unchanging amplitudes.

Figures 5.14 through 5.17 show the variations of a and 0 corres-

ponding to the three waves for four values of R respectively. It can

be seen that for small values of y there are two forward waves and one

backward wave except for the case of R = 2.6 where all three waves are

forward waves. In a crossed-field configuration the cyclotron and

space-charge waves are present. Due to some finite coupling between

the two sets of waves only one set of two waves may be present and it

may be difficult to identify these waves separately. If it is assumed

that the convergence ratio (ratio of the cross-sectional area of the beam

at the cathode to that in the interaction region) is small, it is

justified to assume that the space-charge density in the gun region is

large. This corresponds to a pronounced effect due to space-charge

waves with their propagation constants modified because of the presence

of magnetic field. The fact that, as the value of y is increased, (or

the value of w is decreased) the beckward wave tends to becoame a forward
p

wave seem also to indicate that the waves corresponding to their O'

S4 and S in Figs. 5.14 through 5.17 are space-charge waves with their
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O's modified due to the presence of the magnetic field. This in true

because if these waves correspond to cyclotron waves the backward wave

(for R N 1) for small values of y will never transform into a forward

wave.

For this reason the three waves are referred to as the synchron-

ous wave and the two space-charge waves. The slow space-charge wave is

a forward wave referred to with suffix 4 while the conventionally known

fast space-charge wave is a backward wave for small values of y (or large

values of w ) and transforms into a forward wave as the plasma frequency
p

is reduced. This wave is referred to with suffix 5. The synchronous

wave is always a forward wave as it should be and is referred to with
suffix 3. The value of j is very nearly equal tow/o in all cases.

For y < ycr' where Ycr corresponds to the value of y for which -

maximum, the two space-charge waves and the synchronous wave are continu-

ously attenuated. For R > 1, it is seen that the synchronous wave has

an unchanging amplitude. The attenuation constant for the space-charge

waves decreases as y is increased (or w. is decreased) whereas the

attenuation constant for the synchronous wave increases continuously as

y is increased. For y > Ycr' the two space-charge waves experience

amplification and the growth factors are extremely large. Whether the

two space-charge waves are forward waves or whether one is a forward

wave and the other a backward wave in this region (y > yer ) depends upon

the value of R. The growth factor for the slow space-charge wave con-

tinues increasing while the growth factor of the fast space-charg. wave

decreses from its asxinum value as y is increased further. The sp-

chrowus wave is attenuated continuomsly and its attenuation constant

incLss gradua as Y Is increased. PW sam value of y (y > Yor)



the values of the propagtion constants for the two space-charge waves

approach that of the synchronous wave.

It is in this region (y > ycr) that any perturbation will grow

up rapidly. Though the growth rate is extremely large and does violate

the small-signal assumption made in this analysis the overall gain will

not be very large because of the finite range of y for which this con-

dition is satisfied. In order to determine the absolute values of the

perturbations at a given value of y, it will be necessary to solve for

the excitation of the various waves as a boundary-value problem. A

perturbation in this region (y > Ycr ) will also cause an amplifying

backward wave with a growth factor and may eventually modify the

pconditions in the neighborhood of the potential minimum. It can be

noticed from the plots in Fig. 5.12 that low-frequency perturbations will

be more effective in modifying the conditions in the neighborhood of the

potential minimum. This indicates that the conditions in the gun region

are more favorable for low-frequency perturbations. This also indicates

why the noise output in crossed-field devices is usually dominant at

low frequencies.

It can be deduced from Eq. 4.92 that

i-i 0~ (514.0)! i~lYO

Thus the signs of a's as evaluated from Eq. 4.92 depend upon the signs
tj=

of *ad /y, ForaT < , to and d dyane both positive and
under these conditions I C < 0. In general these conditions do not

lead to large values of a. Som boundary and/or particular operating

onditimn may load to large values of a with different sign. B
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Fig. 5.9 it is noticed that for g < 0cT <2a, d$cdy< o and 9> 0.

Thus in this region the signs of a's are changed and it is possible to

expect large positive values of the growth rate. It can be seen that

as the magnitude of d90 /dy increases from a zero value the values of a

also increase and very large values of a are obtained.

Figure 5.18 shows the plots of a's and a's for the first two

waves as a function of y for two values of R for the case of wc M 1 x I08

rad/sec. These results are similar to the results shown in Figs. 5.12

and 5.13 for the case of c- 5 x 109 rad/sec.

Figures 5.19 and 5.20 show the plots of a's and a's for the syn-

chronous wave and the two space-charge waves as a function of y for two

values of R respectively. For the range of y for which the d-c parameters

have been evaluated, d~o/dy > 0 and thus the values of a's for the two

space-charge waves are negative. For R 1.0, the conventional fast

space-charge wave is a backward wave and for R = 5.0 this backward wave

becomes a forward wave for large values of y. The plots in Figs. 5.16

and 5.20 correspond to the same value of the perturbation frequency but

different values of (c It is interesting to note from these two fig-

ures that the value of y for which transformation from the backward

space-charge wave to the forward space-charge wave occurs is larger for

the case of Wc = 5 x 109 rad/sec but only by a very small amount. The

space-charge density at this value of y (for which this transformation

occurs) is somewhat larger for the case of wc - 1 x 10 rad/sec. This

does indicate that the propagation constants of the space-charge waves

are modified by the d-a parameters which happen to be quite different

for the two values of 4oc . If this were not so the value of y at which

the transformation from the backwrd space-charge wave to the forward
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space-charge wave occurs would have been larger for the case of Wc . I

x 109 rad/sec than for the case of we 5 100 rad/sec since the space-

charge density evaluated for the former case is larger than that for the

latter case. It may be pointed out here that the modification of the

space-charge wave propagation constants, as determined by the results

shown in Figs. 5.14 through 5.17, 5.19 and 5.20, is a first-order modifi-

cation. It is not yet clear what d-c parameters are significant in

causing this modification.

From the plots shown in Figs. 5.14 through 5.17 it can be seen

that the synchronous wave is always attenuated for all values of R

except for R > 1 when a 0 in the region for which d 0 /dy > 0. In

general the value of - a3 increases with y. The plots in Fig. 5.20 for

the case of wc = l x 109 rad/sec and R = 5.0 show that a. 0. It may!C S

be concluded, in general, that a = 0 for large values of R.

Figure 5.21 has been drawn in order to show the variation of the

values of a and - a2 with ac) This shows the variation of a, and - a2

as a function of y for two values of wc but for a = 5 x 109 rad/sec.

It is noticed that the growth rate (a,), which has been referred to as

the diocotron gain in the above paragraphs, is reduced as W is

increased. This variation might also be thoyght of in terms of the

change in the value of the plasma frequency. For low values of wc, Mp

is large and consequently the growth rate is larger. This variation is

in qualitative agreement with the results obtained by Gould~e.

SApplication of the Results to Various Cases

The physical significance of the very large values of a obtained

in the previous section is not quite clear but it is possible to explain
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qualitatively several experimental and theoretical observations made at

different laboratories from these results. These observations and the

corresponding explanations are outlined below.

1. By substituting E a 0 in Eqs. 4.91, it can be shown that all

the perturbations such as E Y, )i and pi are reduced to zero values.

This is not true if any perturbation other than E 1 is made equal to

zero. Thus the z-component of the a-c field plays an important role as

far as the noise propagation along the bean is concerned. From experi-

mental results obtained at The University of California28 there is

evidence that the inner edge of the beam is noisier than the outer edge

of the beam and the Ez component is larger at the inner edge than at

the outer edge.

In short focus crossed-field guns, the electrode configuration

is not adjusted to make the d-c component of the E -field equal to zero.

This component of the d-c field is smaller than the y-component of the

d-c field and arises primarily due to the space-charge effects in the

device. As a first-order approximation Ez may be considered as a per-

turbation. Thus in the conventional crossed-field device the Ez

component is larger in magnitude than in the Kino gun model where through

proper electrode configuration the E field is reduced to zero. This isz

perhaps the reason why a noise figure lower14 than that in conventional

crossed-field devices has been obtained by using a Kino gun.

2. A great deal of experimental work to reduce the noise output

has been carried out at the CSF Laboratories28. By introducing several

appropriately biased grids in the neighborhood of the cathode a consider-

able reduction in the noise output has been obtained. A large noise

reduction has also been obtained by introducing a screen-grid between



the cathode and the gun anode. These results can be explained qualita-

tively from the information obtained after solving Eq. 4.92.

From a simple mathematical model (without considering space-charge

effects) the cutoff cyclotron frequencies for the two diodes (one

corresponding to the cathode-anode spacing and the other corresponding

to the cathode-screen grid spacing) are given by

c 2 V0  (5.41)

and

a - 71 V (5.42)
1

where the suffix s refers to the screen grid which is held at potential

V. The parameters d and d' refer to the cathode-anode spacing and

cathode-screen grid spacing respectively. This is shown in Fig. 5.22.

Let

d'

V . aV- _ (5.43)

where a is a constant and for a linear relationship a - 1.0. From Eqs.

5.41 and 5.42 it can be shown that

ci
CO r > 1 for a - 1.0 (5.44)cc 1

and

:c > c
C> -- (5.45)

cc ccs

where w is the cyclotron frequency corresponding to the applied m etic

field. Thus by introducing the screen grid, the effective value of the
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cutoff magnetic field is increased in the cathode-screen grid diode.

This is equivalent to saying that the effective value of the magnetic

field is reduced in the diode. In this manner the range for which

(d 0/dy) / ° < o is reduced. Since large positive values of the growth

factor a occur in the region for which (d 0 /dy)/f 0 < 0 a considerable

reduction in noise is obtained by introduction of the screen grid which

reduces the range of (d 0/dy)/t for which a > 0 is obtained. This also

tends to reduce the average number of cycloids per unit electron in the

potential minimum region.

The noise reduction techniques mentioned above were developed at

the CSF Laboratories but no physical explanation was furnished for these

schemes. The physical model outlined above in conjunction with the

results obtained after solving Eq. 4.82 does explain qualitatively the

following experimental observations made at the CSF Laboratories.

a. As Vs, the potential at the screen grid, is increased the

noise output is decreased. By increasing the value of Vs, the value of

C is increased and thus the value of w /wccs is decreased. This

effectively reduces the region for which (d o/d)/ ° < 0 and gives a

reduction in noise.

b. As the cathode-screen grid spacing d' is decreased, the

noise output is decreased. The reduction in the value of d' causes an

increase in the value of w and the reduction in noise can be explainedccs

as outlined in the above paragraph.

This noise reduction scheme has further advantages in that, as the

value of w /w is reduced, it is possible to draw larger cathodec ccs

currents and thereby the perveance of the tube is increased. However

for high power tubes, the screen grid beam interception may cause some
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heat dissipation problems at the screen grid. By adjusting the screen-

grid potential appropriately some compromise between the noise reduction

and the gun perveance can be obtained.

3. Pollack2 9 has carried out a one-dimensional Monte Carlo analysis

for noise transport in the gun region. A more detailed comparison

between Pollack's results and those of the general Monte Carlo analysis

is given in Chapter VII. Though these results are limited to values of

B/B _< 1, the results explain the large values of the growth factor a in

the region for which (d 0 /dy)/Yo < 0 Pollack's results are given in

Figs. 5.23 through 5.25 and the various parameters as defined by Pollack

are given by

6 2 I V0
F 1 -L 0 (5.46)F T d

0

and

R2  < 12 >
2 e I f (5.47)

a

where < i 2 > corresponds to the mean square current fluctuations at the

anode and Ia is the d-c anode current. Figure 5.23 shows plots of the

anode current spectrum as a function of f/F 0 for several values of B/Bc.

Figure 5.2 4 shows the plots of the anode velocity spectrum as a function

of f/F 0 for two values of B/Bc and Fig. 5.23 shows the plots of R2 as a

function of B/Bc for the results obtained from the experimental and

Monte Carlo analysis by Pollack. From all these curves it is evident

that as the value of the parameter B/Be is increased the noise fluctua-

tions are also increased and larger growth in these fluctuations occurs

in the region x< ucT < 2x for which (d&/dy)/ < 0.
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4. In connection with Eq. 5.40, it was mentioned that the growth

factor a can be positive when (dko/dy)/ 0 < 0. This can occur when

Yo > 0 and dyo/dy < 0 or vice versa. For an ideal case when the elec-

trons enter the interaction region with an appropriate velocity the

electrons traverse straight-line trajectories in the interaction region.

For nonideal conditions the beam traverses a cycloidal motion in the

interaction region. By assuming a regular periodicity in the cycloidal

motion as equal to 4fl/Wc, (d o/dy)/ko < 0 is obtained in the following

regions of one single cycloid:

< cT < 2x (5.48)

and

S < wcT < 3t (5.49)

For other cycloids the corresponding regions are defined by Eqs. 5.48

and 5.49 by transforming the time axis appropriately. For a different

periodicity in the cycloidal motion, the corresponding values of WcT

for which (dko/dy)/ko < 0 would be changed. It can be seen from Fig.

5.26 that the larger the cycloidal motion in the interaction region, the

larger the value of the range for y for which (dSo/dy)/k ° < 0 and thereby

large values of the total growth may be obtained. The range for which

2g< )cT < 3 occurs when the beam is moving toward the sole. In this

region (in addition to the region given by Eq. 5.48) the electrons

observe very large values of the growth factors and hence the a-c pertur-

bations grow up very rapidly. This explains qualitatively why a large

fraction of the electron beam can be collected on the sole 1 0 , 1 2 1 3

even though it may be many volts negative with respect to the cathode

from which the beam originated. This also explains that if the electrons
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are traversing straight-line trajectories, there are no regions for which

Y /Yo0 < 0. Thus the large growth factors are not obtained and the

sole current is negligible or much emaller14 than that observed in con-

ventional crossed-field devices. The amplification due to a velocity

slipping stream is still possible and would lead to some finite ampli-

fication factor. It may be pointed out here that since the space-charge

density in the interaction region is less than that in the gun region,

the conventional, fast space-charge wave is always a forward wave.

These studies also explain some of the observations made by

Miller 1 3 who found that the electron equivalent temperature is increased

considerably when the electrons are allowed to enter a potential depressed

region and thus traverse several cycloids before they come out from this

depressed region. It is in the process of traversing these cycloids that

the electron equivalent temperature is increased.

5.7 Conclusions

The results given in this chapter are in agreement with Eome of

the results given in Chapter III, namely that the perturbation may grow

faster when the beam is being decelerated along the y-axis.

The physical significance of these large values of the growth

factor is not clear as yet, but it is noticed that large values of a are

possible when the beam is being decelerated along the y-axis. A similar

analogy has been shown by Tien and Field3 ° for 0-type devices where, by

decelerating the beam along the axial direction, a large amplification

may be obtained.

In the case of a crossed-field beam large values of a are obtained

in the region given by Eq. 5.48 where the beam is decelerated along the
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y-axis but at the same time the beam as a whole is being accelerated.

In the region given by Eq. 5.49 the beam as a whole is teing decelerated.

In order to solve the propagation of a perturbation at an angular fre-

quency a) in this region it will be necessary to solve for the steady-state

variables first and then use Eq. 4.82 to solve for the propagation con-

stants.



CHAFFER VI. DERIVATION OF MONTE CARLO EQUATIONS

6.21 Introduction

The study of noise transport from the cathode (or the potential

minimum for a space-charge-limited operation) is most often based upon a

small-signal perturbation analysis as discussed in the previous chapters.

The small-signal analysis is justified when the variations in the dif-

ferent parameters are very small as compared to the average values of

these parameters. This requirement makes a small-signal analysis inap-

propriate in the potential minimum region, which even includes electrons

at zero velocities.

The Monte Carlo method or technique involves in general an inter-

esting combination of sampling theory and numerical analysis. Briefly

this method may be described as the device of studying an artificial

stochastic model of a physical or mathematical process. The novelty of

the method lies in the fact that when it is difficult to solve a problem

by standard numerical methods there may exist a stochastic process with

distributions or parameters which satisfy the original equations and it

may actually be more efficient to construct such a process and compute

the statistics than to attempt to use the standard methods. The Monte

Carlo method involves the generation of an artificial realization of a

stochastic process by a sampling procedure, the particular procedure

being determined by the underlying probabilistic laws of the stochastic

process.

In the application of the Monte Carlo method for studying noise

phenomena in microwave tubes, the discrete nature of the electron is

preserved and no assumption regarding the linearity of the working

-168-
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equations is necessary which is a great advantage in this method as com-

pared to methods based upon a small-signal analysis. This method is an

exact simulation of the diode and the electrons are emitted from the

cathode in a random manner. The initial velocities of the emitted elec-

trons vary in a random manner also. The presence or absence of the

potential minimum is determined by the number of electrons present in

the diode, which in turn depends upon the selected value of the current

density. The electrons are emitted at discrete intervals of time, after

which the space-charge forces are computed to determine the exact flow

of the electrons. The fluctuations in the velocity and the current are

determined for each interval of time for some specified locations in the

diode and the noise parameters can be determined from these fluctuations.

This method was first applied to 0-type devices for a short-circuited

diode by Tien and Moshman21 . This analysis has been extended to an

0-type open-circuited diode by Dayem and Lambert22 who also took into

account a weighting factor due to the fact that the calculations were

restricted to a noninfinite total time interval.

The various equations for evaluating parameters in the develop-

ment of a noise figure expression are derived in this chapter. The

configuration and the coordinate system are shown in Fig. 6.1. The

analysis presented in this chapter is essentially three dimensional and

the finite length of the beam in the direction of the magnetic field is

also considered. However, because of the magnitude of the computations

involved, the electron configuration is considered to be uniform along

the x-axis and the y-z plane of observation is restricted to x a/2,

which corresponds to the mid-point of the cathode along the x-axis. This

results in the final equations corresponding to a two-dimensional



I
-190-

U
A

H

S
4

3

w

39
4

*

( RI 0

0

0
H

I*Is-.a -.. l
H

N
0
Hrz,



-191-

problem in addition to a great saving in computer time. For thL reason

the effect of the higher order space-charge waw- may be neglected. The

electrons are assumed to be emitted in a random masner, both in number

and the y-z components of velocities. The random electron emission time

is also considered. The random numbers are generated in a pseudo manner

for every unit interval of time. The modification of the equations

becaue of the noninfinite data is also discussed. Provision is made to

.imulate the diode for noise transport analyis for the combination of

the following two conditions leading to four possible cases:

1. Space-charge-limited or temperature-limited operation.

2. Open-circuited or short-circuited diode.

6.2 Assumptions Made in This Analys.i

In this analysis, the following assumptions are made:

1. Nonrelativistic mechanics.

2. The force due to r-f magnetic field on an electron is

neglected.

1. The finite length of the beam with a uniform electron config-

uration along the x-axis is assumed.

4. The effect of direct collisions between electrons is neglected.

. The emission process is ergodic, i.e., the time average is

equal to the ensemble average.

6. The velocity distribution and the electron emiassion number are

completely uncorrelated.

7. The initial velocity components are of '4axwellian distribution.

8. Poisson distribution for electron emission number is assumed.

9. The eleitrons which cannot escape the potential minimum and

thus return to the cathode do not influence the emission.
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10. The electric fields are constant during every unit time

interval At.

11. The magnetic field has only one component along the x-axis

and it is uniform.

6.3 Random Electron Emission Number

As mentioned in Section 6.1, the number of electrons emitted in

each unit time interval varies in a random manner. If it is assumed

that there is no correlation between the velocity and the current varia-

tions for the electrons being emitted from the cathode in any unit time

interval, the number of electrons emitted in each unit time interval

will vary according to Poisson's distribution. If na represents the

average number of electrons emitted from the cathode per unit time

interval, then the probability f(s) that s electrons are emitted in any

unit time interval At is given by Poisson's distribution as

-na se n
f(s) S a (6.1)

In order that the range of random numbers being generated lies

between 0 and 1, the cumulative distribution function F(s) or the proba-

bility that s or few electrons are emitted in this time interval is

given by

ss

F(s) f(s) (6.2)

snO

so that

0 < F < 1 . (6.3)B

Then the number of electrons emitted in this unit time interval

is s if
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, F s < R < F (s+ , (6.4)

where Rs is the random number and the range of its values is between 0

and 1.

In any unit time interval Ati a random numberRSi is generated

and its value compared according to Eq. 6.4. This concludes the gener-

ation of si electrons in the time interval ati. The evaluation of the

function F(s) is discussed in Section 7.2.

6.4' Fandom Electron Emission Velocity

After the generation of s electrons as described in Section 6.3,

it is necessary to associate some velocities with each of these elec-

trons. As mentioned in Section 6.1, the velocity components (y and z

components) associated with any one of the s electrons generated in the

time interval Ati vary in a random manner also. In addition it is

assumed that the z-component velocity distribution is full-Maxwellian,

i.e., both positive and negative values of the z-component velocity are

allowed, but the y-component velocity distribution is half-Maxwellian,

i.e., only positive values of the y-component velocity are allowed. For

a one-dimensional case the probability2 1 that an electron emitted with

an initial velocity between v and v1 dv is

mv
2

e . (6.5)

This corresponds to the number of electrons n(v) emitted per unit area

and unit time2 in the velocity range from v to v-dv. The cumulative

distribution function of Eq. 6.5 is



-194-

1 -e 2k . (6.6)

If R is a random number, 1-R is also a random number. By equating Eq.

6.6 to 1-R the relation between the random velocity and the random

number is given by

mv
2

1 - R = 1- e kT(6.7)

By assuming that the distribution functions for the two velocity

components can be written as in Eq. 6.5 the two random numbers Ri and Gi

associated dith the two velocity components (y and z components respec-

tively' are defined as

-m - (6 .8a)2kT
R. e1

and

An 2kT
G = e (6.8b)

or the two velocity componentc can be written Rs

I 2kT ',1/2

= -- (- In Ri1)/2 , (6 .9a)

= In G - 1/2 , (6.9b ,

where again the range of random numbers is given by

0 < Ri < 1

and0 < G < .
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For the sake of convenien'e the z-component velocity given by Eq.

6.9b is taken with a plus or a minus sign depending upon whether the

random number V is greater or less than 0.5 respectively. Again the

range of the value of the random number V lies bet'deen 0 and 1.

Equations 6.9a and 6.9b are modified to include the scaling fac-

tor 1,t) for space and time coordinates and the modified equations

are written as

= D (A't) /k1T (- In Ri)1/ 2  (6.11a)

and
2 k T .' 1 2 1( 6 1 b

i= ± D (1t) -- (- An Gi)1/2 .(6.11b)

The necessity of the scaling factor DI(1,t) arises because of the

limited memory storage and the computation time involved in the solution

of the equations derived in this chapter. The evaluation of this factor

will be described in detail in Section 7.2.

The random numbers Ri, Gi and V, are to be generated for each of

the s electrons generated in a unit time interval ,ti as discussed in

Section 6.1.

6.5 Random Electron Emission Time

The emission process from a cathode is of a pseudo continuous

nature and all the s electrons corresponding to the unit time interval

iiP At i are not emitted simultaneously at one instant, whether it iF the

beginning or the end of the time interval being considered. In order

that the simulation conditions correspond more exactly to the practlcal

configuration, the emitrion times of the various E eltctrons should be
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dirtributed in the interval At in a random manner. Thus if the timei

interval between timeE t1 and ti+At i is being considered, then the s

electronE are emitted at times t +Rt Ati, t +R ... t +R' At

wh-re the numbers R, R' R' are random numbers and the range of
1 2 E i

the values of the e numberE is between 0 and 1. The s i electrons emit-

ted in this manner will move under the influence of the existing elec-

trostatic and magnetic forces for times (l-R1)At , (1-R')At
1 i 2 i

kI-R )At i respectively. As described in Section 6.6, the argument ofI"i

the trigonometric functionF involved in the trajectory equations of the

electron depends upon the fraction of the time interval for which the

electrostatic and the magnetic forces act on the electrons. This

involves more work in computing the trigonometric functions and for this

reason it is assumed that the electronc are emitted simultaneously

but from different point- of the cathode, i.e., the s i electrons are

emitted at time ti from the randomly distributed points yo + R" At,*.i yit

z + G"I! JAt, where R" and G" are random numbers and the range of
0 EIi Fi E i

the values of these random numbers is given by

0 < R" < 1

and

-1 < G" < 1 (6.12)

and the point (y ,Z ) corresponds to the central point of the cathode.

The error introduced in this manner will be very small if the

selected value of At is small.
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6.6 Trajectory Equations for Electrons

The equations of motion for an electron in a crossed-field geom-

etry ehown in Fig. 6.1 are written as

= -i E , (6 .13a)

Y - YT + Bf] (6.13b)

and
= n[E I - B],(6.13c)

T

where ET, E and E represent the total field components and it is
XT YT z T

a- sumed that the magnetic field has a uniform x-component. By differen-

tiating Eq. 6.13b with respect to t, substituting for 2 from Eq. 6.13c,

simplifying and then integrating with respect to t, the following may

be obtained:

- [ .C ET dt + k ' (6.14)
ZT

where k is the constant of integration. In developing the trajectory1

equations from Eqs. 6.13, it is assumed that the total field components

remain constant during the given unit time interval. Equation 6.14 is

thus reduced to

Y + 0)2y Ey(t) + c Ez (t )At + k ' (6.15)
c YT ~ T1

For evaluating the constant k various quantities in Eq. 6.15

are referred to at time ti(Ati = 0) and Eq. 6.15b is used. k is then
i1

given by

k = y(t -W (t1 ) (6.16):~~ kci~ i
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where y(t1 ) and 1(ti) represent the y-coordinate and the z-directed

velocity respectively at the start of the time interval Ati . By Eub-

stituting for k from Eq. 6.16 into Eq. 6.15, the following ip obtained:

+ W2 - E(t + n UcEz (t )At - wi(t + Wy(t9 . (6.17)
C iT i C i' C

The solution to E,. 6.17 is given by

TEzT(t 9 YT (t z(ti  q

Y(t2 [wt - sin wAt] - C +i W2 0) W

.(1-cos cAt) + sin w At + y(t (6.18)
C

From Ejs. 6.13b and 6.18, the z expree:sion for z(ti+At) is written as

IE T(ti) 1 E (t)

z(t +-^t = [l-co At] T y z(t) 
U 1 c,2 + - - - C
C L C C -

- sin w A t ) + --(t [1 - cos w At] + z(t )At + z(ti) . (6.19)
C

From Eq. 6.15a, the following is obtained:

x ( At ET (ti) + A(ti)At + x(ti) (6.20)

and

= I EXT(ti)At + i(t 1 ) ( 6.21)

In Section 6.7, while deriving the expression for the space-

charge potential, the three-dmen-ional analysis waE reduced to two
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dimensional by assuming uniform electron distribution along the x-axis

throughout the diode. This restricts the values of E t ) equal to

zero except at the edges of the beam. The values of E at the edges
XT

may also be assumed to be zero by the use of the end hats which prevent

the beam from spreading in the x-direction. The x-directed velocities

are taken as zero by giving zero values to the initial x-directed

velocities. Thus all the electrons remain in the same y-z plane.

The corresponding expressions for 1(ti+At) are given by

= +Att sin (%At + i (t) (1 - Cos U1At)

+ X(ti) sin woAt + 1(t,) (6.22)

and

(ti+At) EZt (1 - COs (0 At) [+ yT( i( + sin

+ k(ti) cos w.At . (6.23)

Equations 6.18, 6.19, 6.22 and 6.23 represent the position and

the velocity coordinates of an electron at the end of the unit time

Interval At in terms of the initial parameters evaluated at time ti

The various electrons located at different points at time t are
i

accounted for individually for the purpose of computing the space-charge

fields. The error involved In these results will be small if the value

of At and the elementary areas dy3 dz discussed in Section 7.2 are

taken as small.
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6.7 Derivation. of It~ -Dimensional. Siace-ChaMM Potential and

Fields

As mentioned in Section 6.1, the Monte Carlo technique for cal-

culating the noise transport in a crossed-field diode takes into account

the space-charge fields due to several electrons distributed in the

diode. At time t = 0, when there are no electrons in the diode, the

potential distribution is given by Laplace's equation. The electrons

emitted at later intervals will experience different potential distri-

butions depending upon the electron distribution in the diode at time

t i . In Section 7.3 it will be described how different initial condi-

tions may be used in order to make full use of the available computer

memory throughout the complete execution of the program. However, after

several unit intervals of time (this number is determined more or less

arbitrarily), it will be necessary that the trajectory and the velocity

equations given by Eqs. 6.18, 6.19, 6.22 and 6.23 include the total

field components which depend upon the actual distribution of the

electrons in the crossed-field diode. In this section an expression for

the three-dimensional space-charge potential due to a charge q of a

point (xJ, Y, zi) is derived by Green's function. The space-charge

potential using Green's function was first derived by Gandhi and Rowe s '

for the interaction region and this expression for the space-charge

potential has been modified appropriately for the gun region. The

details for this derivation are given in Appendix F and the final

expression for the space-charg potential V at a point (&/2, ys)

due to electrons uniformLy distributed along the x-xis is given by
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- ~ jz-z~ I j I-z I
1~ + e d+ -2. 00 d ox

V (2, 101 In- L .'. ,,,v-j Z, hx n " I 3  * - IZ1 +e! 2  " Cos=l=

e NJ (6.24)

where"- I'l

e a!tae

_ 2 I-z I-=j l

aa BIb

-2i-z I a~z-~ B 6.5+e cos-+2e CO -

N2 refers to the total number of electrons uniformly distributed in the

2a-

jth mesh of volume h dyj dz and the center of gravity of these elec-

trons is at the point (a/2, y,, z,).

It may be pointed out here that by assuming uniform electron die-

tributio bounded between a-h/2 and a+h/2 along the x-axis, the

three-dimensional problem has been reduced to two dimensional and for

convenience sake the NJ electrons may be considered as distributed in

the elementary box of area dy3 dz , the y-z plane being located at

x & a/2. This point Is furt er discussed In Section 7.2.

The expression for the apace-chrg potential is adveantageu as

compared to that derived by the Im method where the exWssion for

the spece-chia poential is detelnd by the effect of an infinte
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number of images of a charge q at a point (x, y 3 , zj) and of course it

is difficult to sum these infinite terms to obtain an analytic approx-

imation within reasonable accuracy. Moreover, the image method fails

to show an explicit dependence of V on the parameters h and a. The

reciprocity in Eq. 6.24 is evident; it can be shown that for

Iz-zjI = O, Wsc is independent of the values of h and a (except h = 0)

and its value is equal to x/4.

The method for deriving the field components Ey (a/2,y,z) and
~sc -j

Ez scj(a/2,y,z) due to N electrons uniformly distributed in the jth

mesh of volume h dy dzj is given in Appendix F and the field components

are given by the following equations:

- z-zj 1 2, j zzj
E a z W'41e e + e Cos aYsc-j hde0  [ sc e Y

- Iz-Z i
-2e a cos yj N W sin y (6.26)

j sc d

and

E = 41el e d + e dZ_
E ,yiz (21 hi d W1

0 sc

1 - 2 e d IZcZjICos 9y cos dJ

d 2 zz([+ Cos 2y+ Cos ~.]}~W sin I Y-sim y

(6.2)



where

A l z-zj i IZ-sI 1 21( IZ-Z I
W' 1 + e d 2-2e d Cos (Y+yj) +e

= L d YYJJ I

- 2 e C cos (y-yJ) (6.28)

and the minus and plus signs in Eq. 6.27 correspond to the conditions

of z > z and z < z respectively. For y = yJ, E = O and forYsc-J
z = zJ, E = 0. The space-charge potential Vsc (a/2,yi,zi) due to

all the electrons distributed in the crossed-field diode is then given

by

Vsc (,yzi) = AiJ NJ , (6.29)
J

where AijNj is given by the right-hand side of Eq. 6.24 for y = yi and

Z = Z i •

It should be pointed out here that the points (a/2,yi,zi) for

various values of i correspond to the centroids of various rectangles in

the diode and the electrons are assumed to be uniformly distributed in

every rectangle. This assumption is necessary in order to reduce the

computation time. The division of the diode into various rectangles is

described in Section 7.2. After such a division is made, it is possible

to calculate numerically the values of Aij given in Eq. 6.29 for various

combinations of all the rectangles. This is referred to as the eval-

ustion of the space-charge potential constants in this chapter.



The total potential and the two field camponents are given by

VT (2JY3 d- ~ 0  me6. VYP

E V0'Y' = " T + (6.0b)

and

E, 0~~~ - 'sc ,(6. S0c)

where V is the d-c potential applied at the anode at y - d with respect

to the cathode at y = 0 which is held at the zero potential. The two

space-charge field components are evaluated by summing over the terms

given by Eqs. 6.26 and 6.27 respectively for all the rectangles. This

sumnation is similar to that given by Eq. 6.29. The suffix o has been

used on the two field components since these expressions do not include

the a-c field components. These components are derived in Section 6.9

and should be added to the d-c field components for an open-circuited

diode. This point is discussed in detail in Section 6.9. In Eqs. 6.18,

6.19, 6.22 and 6.23 for trajectories and velocity components, the two

field components are used and it is not necessary to evaluate the total

potential. However, it can be seen that the computation of the two

field components involves twice the computation time as compared to that

for the space-charge potential and this time is proportional to the

square of the total nunber of rectangles in the diode. Thus in order to

5save computation time, the two field coments may be cmiputed from the

total voltage by the following equations:

F



-205-

n VT y 1 P, zi)'- VT(' yi Zi1
( - . , (6.31a)

and

o) Y z i+1 VT (2 (6.3b)

where the suffix i refers to the designation of the rectangle in the

diode. The error involved in using Eqs. 6.31 will be less if the size

of the rectangles is small. In any case a compromise between the com-

putation time and the desired accuracy will be necessary.

6.8 Sace-Charge Weighting Constants

In the evaluation of the space-charge concteiast as described in

Section 6.6 from Eq. 6.24, it can be seer. that a substitution of y = y

and z = z in Eq. 6.2 gives rise to a singularity. This is similar to

the singularity obtained after substituting r = 0 in an expression for

the potential due to an electron at a point distant r from the test

point. In this problem the space-charge constant Aii may be substituted

as equal to zero if the rectangles are very closely spaced and the

number of electrons in the ith rectangle is negligible or if the space-

charge potential is evaluated for every electron. For the present

division of the crossed-field diode into a rather smaller nuber of

rectangles (discussed in Section 7.2) it would be quite erroneous to sub-

stitute Ail - 0 since oe rectangl, my have many electrons. For

evaluating the sWce-chaP constant Ajip an arbitrary but unifozu

distribution of th electrons in the ith rectangle is assdu and this

ishmn in Fig. 6.2; the sO.-c1hr Constants at the center
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of the rectangle due to all the electrons in the same rectangle are

evaluated. The mean values of the constants for the various rectangles,

known as the space-charge weighting constants, are to be evaluated for

rectangles distributed along the y-axis; in other words, Aijjs are func-

tions of y only. Also, since the space-charge potential is an even

function of z-zj, it is not necessary to compute these constants for all

the electrons located as shown in Fig. 6.2; instead these constants may

be computed for those electrons for which z-z > 0. However, in the

process of evaluating the weighting constant A,,, all the electrons in a

rectangle are to be considered and the mean value of the space-charge

constants for all the electrons in the ith rectangle is to be evaluated.

Because of relatively larger values of Ay for rectangles numbered 11 - 17

(see Section 7.2), the value of Ay', referred to as the distance between

two neighboring electrons along the y-axis in Fig. 6.2, is reduced to

Av 1 /12.

6.9 A-c Electric Fields, Velocities and Current Densities

As mentioned in Section 6.1, the noise transport in a crossed-

field diode may be analyzed for any one of the four combinations from

the following conditions:

1. Space-charge-limited or temperature-limited diode.

2. Short-circuited or open-circuited diode.

Condition 1 requires an additional restriction on the total

number of electrons emitted and this in turn is related to the value of

the operating temperature of the cathode which determines the satura-

tion current density.

For condition 2, the case of an open-circuited diode requires ank addition of a-c electric field components to the total d-c field
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components given by Eqs. 6.31. For a short-circuited diode there are

no a-c electric fields and the practical case of a finite impedance

across the diode in rather difficult to analyze. For an open-circuited

diode both the y-z components of the total a-c current density are equal

to zero. This is expressed in terms of the corresponding Maxwell's

equations as

- -- + o (6.32)

and

7 6 + - = o (6.32b)

From Eqs. 6.32, the two a-c field components are written as

Yzi(ti) [ P)t At (6.3a)

and

AE (t) [(a) a-cit (6.33b)

where AEz (ti) and AE Y(ti) represent the two a-c field components

acting on all the electrons in the ith rectangle at time t i for a unit

time interval At. Similarly [(pi)ttila-c [(t)ti,i ],, represent the
two a-c current densities evaluated at time t i for the ith rectangle. A

division by two is made so as to take the average effect.

Thus the a-c field components are evaluated from the two total

current densities at time t t and the two average current densities

for the corresponding rectangle. In a one-dimnsional case the

total ourrent density my be evaluated by bmwing the total mner
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of electrons crossing the plane of interest per unit time per unit area

and the a-c value of the current density at time t, may be evaluated by

taking the difference of the total current density at time t i and the

average value of the current density. This technique is quite simple

for a one-dimensional model but is not easily applicable to the present

two-dimnsional problem. The current densities and the velocity com-

ponents for the two-dimensional problem may be determined as described

in the following paragraphs.

In fact, there are four parameters to be used in determining the

noise spectrum in this problem. The equations for the noise spectrum

are derived in Section 6.9 and the parameters to be used are:

1. The two a-c current density components.

2. The two a-c velocity components.

These parameters are to be evaluated for those rectangles which

are of interest and for many unit time intervals. The two current

density components are also used in evaluating the a-c field components

given by Eqs. 6.33 when an open-circuited diode is being considered.

For evaluating the a-c components, it is necessary to determine first

the d-c components corresponding to the various rectangles. As men-

tioned in Section 6.1, the Monte Carlo technique for evaluating the noise

transport is a more exact simulation of the diode and the d-c values of

the four parameters may be obtained by averain over the values of

these parameters over a very large number of unit time intervals. For

reducing the computation time, a very close approximation may be made

so that once the diode has been filled vith electrons the average values

may be obtained fron the data for several (noninfinite) number of time

intervals and if necessary these average values may be used in
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evaluating the a-c parameters in the subsequent set of time intervals.

The average values obtained as a result of the first set of time inter-

vals may be used in evaluating the a-c parameters in the next set of

intervals and so on. This approximation is considerably time saving and

the error involved in this approximation is small if the number of unit

time intervals in each set is relatively large.

In Appendix G, some methods for averaging which are suitable for

the present analysis are discussed and the selection of one method or

the other is a matter of convenience. It is also shown in this appen-

dix that it is not necessary to compute all four of the parameters as a

function of time since the current densities are related to the veloc-

ities by the space-charge density. This saves computation time

considerably. The two average velocity components for the ith rectangle

are written as

( o)i = 1 i )  (6.3 4 a)
0 i (N)o L tii nkkoi t k

and

S N1 Z Z iti'nk) , (6.34b)
o i k (

where i(ti,nk) and A i(ti,nk) refer to the two velocity components of

the nkth electron at time ti for the ith rectangle. Summation over nk

includes all the electrons in the ith rectangle, while summation over t i

is carried out to include L unit time intervals. The average number of

electrons (N )1 for the ith rectangle is given by

(N - Z Nit) , (6. )
ti



where N (t) corresponds to the total number of electrons in the ith

rectangle at time ti. Equation 6.35 determines the value for (po)i., the

charge density for the ith rectangle, and this is given by

(P 0 ) = -tjel ( 0 1 (6.36)

From Eqs. 6.34i and 6.36, the two average current density com-

ponents for the ith rectangle are given by

(J )i = - le Zi Z (t '1k (6 .37a)
YO h dy, dz 1 L i '

t i k

and

(J) h ej L Z i(ti,r (6-3Th)
z 01 hdyi dz1 L k

t nk

The instantaneous values of the velocity components at timet

for the ith rectangle are given by

(tti 1 L i(tiynk (6-38a)

and

i (t 1 (t1 ,n) . (6-38b)
i i ~N 1(t1) i k

The corresponding current density components ame then given by

i y d 1 n (6.39a)
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and

i (ti " iat i(tillk (6.39b)
z i h dy1 dz~ Z k

nk

The two a-c current density components at time ti for the ith

rectangle can be obtained from Eqs. 6.37 and 6.39 and are given by

(ti  [(P#)t ±± hdYj 7d Z
Y, ~~i , i] a -c h y d zn nk

- t Z Z S~ti,nk) (6.40Oa)
ti nk

and
(ti [(PS,)tiji] -,et

a-c :h dyi dzi [ Z itink)

L Z iiti'nk) , (6.40Ob)

ti nk

where the sign - is used to indicate the a-c parameters. Similarly the

corresponding a-c velocity components are given by

[ z 1 ti(tjiflgo 1
;t) (N O N(t 1 ) I (tnk) (N0L nk

(6.41s.)
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and

(t (No N(tZ (tnk)-nk 1  k)]

(0) 1 N 1  n kti'

(6.41b)

where a weighting factor Ni(ti)/(N0 )1 is introduced in Eqs. 6.I4la and

6.41b so that the average values of 9'(ti) and 1i(ti), averaged over L

number of unit time intervals, tend to be zero. Then the a-c field com-

ponents are given by using Eqs. 6.33 and 6.40.

Yi 2c h 4y dz1  L Itn -- 1 J~

n k  t i nk  ..

and

AAtlel

= 2c0h dy, dz; [Z kit,) k)] Z~~t~ Y
nk ti n k

I k (6.42b)

These values of the a-c field components are added to those

obtained from Eqs. 6.31 when an open-circuited diode is being considered

and the total field components are to be used in evaluating the trajec-

tories and the velocity components of electrons given by Eqs. 6.18, 6.19,

6.22 and 6.23.

6.10 Correlation Functions and Srectra of Diode Noise

As mentioned in Section 6.9, the noise spectra of the crossed-

field diode is evaluated fro the two a-c current density components and

the two &a velcity coimponents. Tose &-c parmeters are given by ts.

6.40 and 6.4 and on obaaoueisod by th following properties:



1. They are not instantaneous values, but represent the average

values averaged over the time interval At between t and

t i+At.

2. Each of these a-c parameters represents a discrete value

equally spaced At apart.

3. These parameters are conputed over a aoninfinite total time

interval.

In determining the correlation functions and the diode noise

from the four a-c parameters given by Eqs. 6.40 and 6.41, the two a-c

parameters defined as the variations in the total velocity and the total

current density corresponding to the ith rectangle are written as

a1(ti I= x 1 zi (t i) + 3,41 3i(ti) (6.43a)

and

u ( 2 1 (ti) +3 2 Pt i ) (6.43b)

where i and 3 are the two unit vectors along the z- and y-axes respec-

tively and X1 , 41, )'2 and g2 are the coupling factors. The values of

these factors are determined by the type of coupling of the corresponding

a-c parameters to the output and the absolute values of these factors

may vary between 0 and 1.

For the a-c velocity 9i(ti), the two-dimensional kinetic voltage

V t may be defined asilel '
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where Ju oi I is the absolute value of the average velocity, defined as

Iu~ I - + f.2 )1/2 *(.5

The definition of the kinetic voltage given by Eq. 6.44 follows directly

from the energy gain equations similar to that of the one-dimensional

kinetic voltage.

The auto-correlation function C( r) for a complex variable x(t) is

defined by

T

C( ~ 1= 2im f x(t+Tr) xi*(t) dt ,(6.46)

where x*(t) represents the complex conjugate of x(t) where x(t) can be

considered as a generalized variable. By making use of Eqs. 6.43, 6.44,

and 6.46, the auto-correlation functions C7(T,i) and C-(T,i) for J(t,i)

and V (t,i) respectively are given by the following equations:

T

c(,t) = M 2 (t+,,) (t,i)
T-* 2TJfeo 

Zt

-T

2 - (t+T,t) t,) ( 6 . )
+ y y(

and

T
ScV('r,i) u. p~ (t+,,) (,i) + .

-T0

u 2

It (.4b
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where the suffix i corresponding to the ith rectangle is shifted within

the parenthesis. The variations in the y-component of an a-c parameter

are independent of the variations in the z-component of the same a-c

parameter for the ith rectangle; of course, the two variations for the

i+lth rectangle are related to the two variations for the ith rectangle

in a rather complex manner. This is also clear from the fact that the

dot product between orthogonal vectors in developing Eqs. 6.47 gives

zero values. It may also be shown that the auto-correlation functions

are even functions of the argument r. In the present problem, all the

variables are real functions of t and i, thus

f:(ti) = 2z(t,a) ,

Sy (648

Because of the noninfinite and discrete nature of the expected

data, Eqs. 6.47 reduce to (after using Eq. 6.48):

NCj(pat, J) - { [(V+aA~ ] ' ( t i

vm-N

+ 1 [(vg)At,i] • ( t'i) (6.49a)

and

N

* ( y" _N_ [(V4P)A),[] •1 ,t, )
" -11
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here the symbolU N, v, and are defined as

t = wt v = 1, 2, ... N

= 1Mt II = 0, 1, 2 ... ,1 , (6.50)

vhere T is the length of the record and the prime sign is added to the

two auto-correlation functions indicating that these functions are based

upon noninfinite and discrete data. The variable v refers to the dis-

crete position along the time axis. The variable v is used to determine

the auto-correlation or cross-correlation functions at any discrete

position corresponding to the value of 4 along the time axis. It is

shown later in this section that by properly selecting the maximum value

of p, a fairly good estimate of the power spectrum densities can be made

in the neighborhood of the selected frequency f. The maximum limit of IL

is referred to as M in Eq. 6.61. Since the practical case is limited for

positive time intervals only, the a-c parameters reduce to

I y [(Vj)Atj] - 3 z[(V-s)Ati] = J[(v*WLAti] - j[(v+A)Ati] - 0

(6.51)

for all i's under the condition v > N-$. With the following designa-

tionm,

eiht , (pall) . 40 3. ,

; [(V*)At,i] - (V40,) ,(6.52)

etc., an with the awaLttem iven tq . 6.51, rF. 6.49 art roAo to



46Li) L x~ (v.~ i J ~vi ~~vw,) * (v i)] A'

(6-53a)

and

C7 ] 2 Ni[X2 7(V+'La) T'(v,i) + L 'Y(V~s$,i) Y(V~i)]

(6.53b)

where C.-(V'ti) corresponds to the current fluctuations instead of current

density fluctuations and A iis the effective cross-sectional area of the

beam corresponding to the ith rectangle. The cross-correlation func-

tions of any two variables x(t) and y(t) are defined as

T

Axy(T) = lim ~ X(t+r) y*(t) dt (6. 5!a)

and

T

A X()= IJM f y(t+r) x*(t) dt .(6-54b)

Proceeding in the same manner as in the development of Eqs. 6.53,

the cross-correlation functions of the two variables, namely, the fluc-

tuations in the current and the kinetic potential for the noninfinite

discrete data, are given by

+ Pip2 (V, i) V* 1 (6.559)
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and

V=l

+ L 7(V-$,i) .~(Vii)] (6.55b)

The noise power spectrum corresponding to same fluctuations

given by x(t) is obtained by the Fourier transform of the auto-

correlation function Cx(T) defined by Eq. 6.46, and is given by

Wx(f) = f C(v)e'j 2 nf' dv . (6.56)

In a practical case the length of the record is discrete and

noninfinite and hence this record will not lead to the true estimate of

the power spectrum. Blacknan and Tukey2 3 have shown that a more reli-

able estimate of smoothed values of the true spectral density may be

obtained by taking the Fourier transform of the modified apparent

correlation function. This function is obtained by multiplying the

actual correlation functions obtained in a practical situation (given by

Eqs. 6.53 and 6.55) by suitable even functions of r. This function

modifies the apparent correlation function for different lags and thus

is often referred to as a lag window. The modified apparent correlation

functions are often far from being respectable estimates of the true

correlation functions but their transform are very respectable esti-

mates of smoothed values of the true spectral density. This method of

obtaining the spectral density helps also in reducing the canpAtation
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time by defining I -r I <Tm < T., where Tn is the length of the record
and T is the maximm lag which one desires to use.

Blacimn and Tukey have discussed various functions of r, defined

by D(,r) for this purpose, and the selection of one or the other depends

upon how Q(f) defined as the Fourier transform of D(T) is distributed in

the frequency domain. The various equations describing the Fourier

transform of the apparent modified correlation function C( r) have been

derived by Blacman and Tukey, but a few equations are given here for

the sake of continuity. The modified correlation function Ci( r) is

defined as

Ci(T) = Di(T) C'(T) , (6.57)

then

avg. (C (r)) = D (T) C() , (6.58)

where C(T) is the true auto-correlation function and Eq. 6.58 follows

from Eq. 6.57 because of ergodicity assumed in this analysis. The

relationship between Pi(f), the Fourier transform of Ci( ) and P(f),

the true power spectrum, is given by a convolution integral

0

avg. (2 P(f1 )) = f Hi(f;f ) 2 P(f) df , (6.59)

0

where

HiL(f;f1) - Qi(f+f3.) + Q.j(f-f1) .(6.60)

Thus the expected estimates wiil have their average values

obtained by smoothlAg of the true power spectral density P( f) over

frequemes "wx= f, ad these estates will not be the s as the
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VTestimates of P(t f tef Thus in selecting the function D (T), it Is

necessary that the Fourier transform Qi( f) is concentrated near f - 0

and is vanishingly small at frequencies far fromn f 0. For this Pur-

pose, the function D i(,r) should be flat and rather blocky with smooth

and gentle variations. Since D i(T') is defined as equal to zero for

TI > T , the following function has been selected for this problem as a

result of compromise:

D(p) 0 (l+O2- co 0, o ... M-l

= 0 for >M ,(6.61)

where pL is defined in Eq. 6.50 and M is defined as

T M= M.t .(6.62)

Then Q(f), the Fourier transform of D(p), is given by

1( Q0 (f) + 1[Qo (f + 1) + Q0 (f 1.~.) (6.63)

where
sin 2xfT

Qof -2m - n3T m (6.64)

and is the Fourier transform of the function

D () l for PL<M

0 >o M (6.65)
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The variation of Q(f) and Qo(f) as a function of % is given in

Fig. 6.3 and the Justification made in modifying the apparent correla-

tion function by maltiplying C'('r) by D(-r) is apparent. This is based

upon the restriction that the function (f) should be concentrated near

f - 0 and vanishingly small at frequencies far from f = 0; this restric-

tion follows from Eqs. 6.59 and 6.60.

The self-power spectral densities *(f,i) and O(f,i) corresponding

to the current and velocity fluctuations respectively for the ith rec-

tangle are given by

M-1 N

4=0 v=l

+ g2 Y(V+,i) ay(vi)] A2 cos 2nfpAt (6.66a)

and

M-1 u 02 N

g=0 V=Il

+ 42 ;(VWi) ;(vi)I cos 2nfpAt , (6.66b)
1

where use is made of Eqs. 6.53, 6.56 and 6.57 and the fact that the

auto-correlation functions are even functions of T. Similarly the cross

power spectral densities corresponding to the cross-correlation functions

defined by Eqs. 6.55 are given by
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- 1 + coo ~)[B(g$1i) + A(lL,i)] coo 21!f~&t (6.67)
4_0

and

M-1

A~f~i~f = (~.+ coB &~) [B(g~~i) - A(p1i)] sin 2itfMt , (6.67b)
g=0

where the property of cross-correlation functions, namely

C (-r) = C ('r) , (6.68)

is also assumed in developing Eqs. 6.67. The significance of the param-

eters *, 0, 11 and A has been discussed in detail by Haus33 and this

approach has been used by Dayem to determine the noise transport in

traveling-wave tubes for a one-dimensional case using the Monte Carlo

technique.

In Eqs. 6.66 and 6.67 these parameters have been defined for the

ith rectangle in a general form and this will be of use to determine the

noisiness of the various sections of the beam. By assuming Haus's

formulas for minimum noise figure,F(f,i) can be used for the ith rec-

tangle; then

F(f,i) = 1 + [S(f1i)- H(fi)] , (6.69)

where

s(f,i) (fli) (f,i) - A2(fi (6.7)

By using a lag window defined by Eq. 6.61 a more reliable esti-

mate of the noise spectrum my be expected fro a discrete data of finite

lngth but the exact 14mtifteia of the fn oencies Shouli not be
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~expected. This is because of the limitations imposed an the selection
of the function D(T). However, a smoothed estimate of noise spectrum in

the nethborhooe of the desired frequency can be estimated. Thus it is

not necessary to compute the noise figure at all the frequencies; instead

these computations should be made at frequencies spaced over intervals

of at least l/Tm which follows directly from the definition of Q(f)

given by Eq. 6.63 and the discussion following Eqs. 6.59 and 6.60.



V

CHAPTER VII. RESULTS OF MOINTE CARLO ANALYSIS

7.1 Introduction

The equations derived in the last chapter for the noise transport

in a three-dimensional problem are quite general. In order to apply

these equations to a practical situation, it is necessary to choose some

specific numerical values for the various independent parameters. It is

then necessary to consider a practical diode and divide it into many

rectangles. As mentioned in Section 6.7, the electron distribution is

assumed to be uniform along the x-axis and, by integrating the space-

charge potential with respect to x between the limits (a-h)/2 and (a+h)/2,

the three-dimensional problem is reduced to a two-dimensional problem.

This corresponds to the evaluation of the fluctuations in the current

and the velocity in the y-z plane located at x = a/2 which is the center

of the beam along the x-axis. Thus the beam width does not appear

explicitly in some of the equations in this chapter. Numerical values

for the various parameters defined in the last chapter are substituted

on the basis of a compromise between the accuracy and the computation

time. In the latter section of this chapter the results of the analysis

are given.

7.2 Choice of Parameters

72.1 tal Division of the Diode. In Section 6.7 the method

of determination of the space-charge potential is outlined. For this

purpose, the complete diode is divided into a few rectangles and the

electrons in each rectangle are assumed to be uniformly distributed.

The choice of the number of rectangles is based on a compomise between
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the desired accuracy and the mount of computation time involved.

Because of the small values of the velocities of the electrons near the

cathode, it is considered essential that the rectangles in this region

be closely spaced. In the presence of a magnetic field B (B > Bc ) , the

y-component of the electron velocity near the anode is also small and

thus the rectangles near the anode should also be closely spaced. This

division of the diode along the y-axis is sufficiently general so that

any value of B > Bc may be used for evaluating noise transport in the

gun region. In a specific case when B > B and the electrons do not

come close to the anode, it is advantageous to have less spacing between

the two consecutive rectangles in the middle of the diode and not worry

about the spacing of the rectangles near the anode. Considering various

factors such as computer time, available computer memory and the varia-

tion of the velocities, the value of Ay, the distance between the two

neighboring rectangles along the y-axis, has been selected as

AY = 5.0 x i0 "e m 0 < y < 2.5 x 10 "5

AkY = 3.5 x i0 "5 m 2.5 x 10"5  < y <2.0 x 10 - 4

Ay = 3.0 x i0 4 m 2.0 x 10 4 < y < .4 x 10 3

A = 6.0 x 10 - 4 m 1.4 x 10'3  < y < 5.0 x 10-3 (7.1)

Unless specified, inks units are used throughout.

The value of the parameter d, the cathode-anode spacing, is taken

as 0.5 cm which is the same as that used by Van Duzer" and in the den-

sity function method discussed in Chapters IV ani V of this report. For

greater accuracy, it is desirable to have as many rectangles as possible,

however the computation time required for the evaluation of the space-

charge potential varies as the sqare of the total number of the



rectangles in the diode. It is expected that the division of the diode

given by Eq. 7.1 will yield a good ccmpromise between accuracy and the

computation time. For the division of the diode Lon the z-axis it is

noticed that for nonuniform spacing Az, the total number of the space-

charge constants discussed in Section 6.7 varies as square of the total

number of the rectangles and this would require a larger memory and

computation time for the solution of this problem. For a uniform spacing

Az, the total number of space-charge constants varies proportionately to

the total number of divisions along the z-axis. Considering this problem

and the other problems in relation to the total number of rectangles and

noting that our main interest lies with phenomena in the gun region, a

total number of thirteen divisions along the z-axis with an equal spacing

of

Az = 5x10 4 m (7.2)

are taken. This makes the total number of rectangles in the diode 260.

It is convenient to specify the plots of the results obtained

from this analysis in terms of the numbers of different rectangles. For

the convenience of the reader Table 7.1 is included to indicate the

division of the diode in 260 rectangles. The data for ti(ti), i(ti)

and Ni(ti) were taken for the rectangles with underlined numbers. The

correlation functions and the various noise parameters are computed for

fifteen rectangles and this correspondence is given by

71- 1 , 73* 2 , 97-4 3 ,1M0 -4 4.

14- 5 , 157- 6 , 158-. 7 , 165. 8 ,

166I - 9 1 367-.30 , 28-ll , 249-12 ,

2%6-413 7 7-#1* , and a9%-0.,

I
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Table 7.3.

Division of the Diode end Bee Configuration

SME
ANODE PLANE

13 12 it to 9 4 7 6 8 4 3 2

26

29 -A V . $ 1 0 '

52 40
COLLECTION PLANE--_

65 53

74 ZL i L m A U iU
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0 jfl M~ mn aM ft a2 1 Z ~ l

'4 1A.112 Iii 111 "I2

**~ ~Jj~ Ly.38a IT$ m

169 167 16 A- 15 -

1s2 iM i7n In 17

05 193 192 191 164 163

2011

234 3

9MiN P11



These fifteen rectangles are denoted by double underscores and the results

are designated by numbers 1 throu& 15 of the rectangles.

The evaluation of the space-charge potential from Eq. 6.29

involves the evaluation of the space-charge constants for various com-

binations of the coordinates of the centers of these rectangles. This

space-charge potential is to be evaluated at the end of every At time

interval. For this reason, it has been considered necessary to compute

these constants Aij(A i = Aji ) and store them in the available computer

memory. At the end of every unit time interval, the electrons are counted

in each rectangle and Eq. 6.29 is used for the evaluation of the space-

charge potential.

7.2.2 Choice of Unit Time Interval. It was noted in Section 6.10

that the fluctuations in the current and the velocity, recorded every At

interval, represent the average values averaged over the time interval

At. Thus if x(t) is a continuous function of time and y(t) represents

the average of x(t) averaged over the time At and given by

t

y(t) = 'a x(t) dt (7.4)
rt-t 

then the power spectrums Py (f) and P(f) for the functions y(t) and

x(t) respectively are related as

P (f) (7.f)

This illustrates that averaging over At attenuates the spectrum at hi&

frequencies.

£'
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A derivation for the final power spectrum for the discrete data

is given in Appendix H. This derivation has been given by Dayem2 and is

included here for the sake of continuity. The final relation is given

by

ISin 3tf/fo Px(f-nfol)S
P¢ ') X (7'*' fi o .... ... '¢ .6)

where f = l/At and the asterisk indicates the convolution. The term
0

Q(f) has been defined in Eq. 6.63. If f/fo is very small then

P y(f) P x(f) (7.7)
y x

from Eq. 7.5 and then only the n 0 term need be considered in the

series expansion on the right-hand side of Eq. 7.6. This is known as

protection against "aliasing". Thus with the proper choice of At, it

is possible to reduce alising to a negligible amount in the frequency

range of interest. For this purpose At is taken as

0 < At < o.0..1 .(7.8)
If I

Assuming the upper limit for IlI to be 10 Gc for this analysis, the

limiting value of At is given by

At 10-11 seconds. (7.9)

Nubrof Ilectraw- RUtS Pe UntTm IM-orval. It Is

noted in Section 6.3 that the tmber of electrons emitted per =it time

interval is given by Poisson's distribution expresed by Sq. 6.1. in

order to dttezWn the nber of electrons emitted In difftrmt =nIt ti1



intervals from Eqs. 6.1 through 6.4 in association with the random

numbers generated in each unit time interval, it is necessary to deter-

mine first the value of n, the average number of electrons emitted per

unit time interval. The value of the parameter na depends upon the

values of the following parameters:

1. The dimensions h and w which are the length and the width of

the cathode along the x- and z-axes respectively.

2. The saturation current density Is; this parameter is deter-

mined by the nature of the cathode and the operating temperature

Tc.

3. The unit time interval At.

With the choice of the cathode parameters as

h = 2x 10- 2 m

w = 1x10-3 m

I s = 5 x 10 amps/m2 (7.10)

which are practical values for a typical injected-beam crossed-field

tube, the total number of electrons emitted per unit time interval is

given by

hw IsAt
na - Isrc 6.25 x 10' (7.11)=a =  tel"

The value of I given by Eq. 7.10 is selected to give space-

charge-limited operation of the diode; for a temperature-limited diode

the value of I will be greatly reduced. Now if it is assumed that

me-third of the emitted electrons are reflected back to the cathode as

a result of the presnce of the potential minlms (this umber depws

ya mich upon the depee of the spswe-charg imiting and is taken here



arbitrarily as one third) and that an electron takes, on the averae,

approximately 200 unit time intervals to reach the exit plane at

z = 6.5 x 10' 3 m, the total number of electrons in the diode would be of

the order of 10s. It would be almost impossible to account for the

positions and the elocities for these individual electrons. This

difficulty may certainly be alleviated by considering a diode with

reduced dimensions according to the following scaling equationsO.

x y z
- = -Z - -Z = DI  t =t
X1 Y1 z 1 2 1

E =D B o/_
2 1 1 02 01 1

B 2= B P2 = P/D1

J = J V = D2 V
2 1 2 11

where suffixes 1 and 2 refer to the two systems in consideration and

D is the geometrical scaling parameter.

Essentially this is equivalent to considering the original

diode, pnerating an average number of na/D electrons per unit inter-

val, multiplying the mmber of electrons in each rectangle (after the

counting is over) by a factor D, and then conuting the various Varmeters.

* The equaTioas of motion and Maxwell equations am preserved n the two
system . This sgclng is different fr= that iven by S"- aenberg,
IC Rot %be* McGraw Rill Book ComaNy; IW
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Statistically sPeaking, this alternative is equivalent to considering

groups of electrons, each group consisting of identical D21 electrons

located at the center of gravity of the respective group (this is

assumed for convenience in numerical computations). The electrons in

each group are also assumed to be uniformly distributed so that the

electrostatic forces among these D12 electrons balance out. In a
1

statistical sense the larger the sample, the more reliable the results,

but considering the problems of the required memory and the computation

time, the second alternative is considered, i.e., each unit of charge is

equivalent to a charge of D2 number of electrons, and this alternative

is rather straightforward. The value of the parameter D?2 is given in a
1

later part of this section.

In order to simulate the electron emission and the electron flow

in the crossed-field diode under consideration closer to the actual

electron flow in a practical tube, it will be necessary to consider

electron emission from various points distributed along the z-axis on

the cathode of width w. In such a case it will be necessary to have

the diode divided into divisions along the z-axis, each division being

smaller or at least equal to the spacing between the two adjacent points

on the cathode from where the electrons are being emitted. This will

again increase the total number of rectangles which will then increase

the required memory and the computation time. For this purpose, only

three emitting points on the cathode are considered, with the total

emission from these three points being eqal to the total emission from

the complete cathode. It is also pointed out here that as mentioned

in Section 7.1 the three-dimensional problem hs been reduced to a

two-dimensional problem and thus the paermter h, the length of the



cathode along the x-axis does not appear explicitly. The parameter N,

the total number of electrons in the Jth rectangle of volume h dy3 dz3 ,

given in Eq. 6.29 for the evaluation of the space-charge potential my

be taken as the number of electrons in the jth rectangle of area dy dz3

in the y-z plane without any loss in generality provided all the elec-

trons are also emitted and their motion observed in the same y-z plane

which happens to be located at x = a/2. This is justified since elec-

tron emission is considered to be uniform along the x-axis and in this

manner the difficulty of keeping track of electrons emitted from the

cathode from various points distributed along the x-axis is avoided.

Also this does not affect the evaluation of the space-charge potential.

As stated above the total emission from the cathode is simulated

from three points on the cathode and these three points are taken as

(a/2, 0, Z 0 ), (a/2, 0, z-o) and (a/2, 0, zo). The values of z 01'

z and z are given by 0.125 cm, 0.175 cm and 0.225 cm respectively.Z02 O3

These three points correspond to the two edge points and one central

point of the cathode of width w = 0.1 cm. Furthermore these points are

also taken as centers of the three divisions each of width Az = 5 x 10' m

along the z-axis. In order to take into account the electrons with

negative z-directed velocities the value of z0 is not taken as zero.

Considering the size of the computer memory, which can be used to keep

account of the positions and velocities of the electrons, the parameter

na, representing the average number of electrons emitted from each of

the three points of the cathode per unit time interval, is taken as 7.

This corresponds to Na, the average value of the number of electrons

emitted fra the cathode per unit time interval, equal to 21. Tmb value

of D2, the squae of the scaling parameter, is then = 2.97 x 10 .



Figure 7.1 shows the variation of F(s) given by Eq. 6.2, versus

s. For every unit time interval a random number is compared with the

value of F(s) and the number of electrons generated is determined by

Eq. 6.4. The number of electrons generated from each of the three points

is determined independently.

7.3 Initial Conditions and Execution of the Prga

It was mentioned in the last chapter that by using appropriate

initial conditions, i.e., values of the minimum potential and its posi-

tion close to the actual values, the computer memory could be used most

effectively. For this purpose the results for the potential distribution

obtained in Chapter V were used. This potential distribution is given

in Figs. 5.6 and 5.7. Figure 7.2 shows the flow chart for the execution

of the program. Phase A refers to those time intervals when the diode

is being filled with electrons and use is made of the initial conditions,

while Phase B refers to those unit time intervals during which the self-

consistent space-charge potential is determined. The space-charge fields

are evaluated to determine the trajectories and velocities of the various

electrons in the diode. This pert of the program is necessary in order

to obtain steady-state conditions in the diode. Phase C which is not

shown in Fig. 7.2 refers to the execution of the program as in Phase B

but the data, i.e., the number of electrons in the various rectangles

and their average velocity components, are recorded for several unit time

intervals. The rectangles chosen for this purpose were determined on

the basis of the beam profile which is shown in Fig. 7.3. During Phase B

of the program the number of electrons in the various rectangles, their

associated average velocity components and the total potential core-

sponding to the centroi4s of these rectangles were detersined for seve al
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uniformly spaced unit time intervals. At the same time the average

values of the number of electrons, the average velocity components and

the total potential corresponding to the centroids of the various rec-

tangles were determined for every 50 unit time intervals. The average

values of the position coordinates of the various electrons in these

rectangles were also determined for every 50 unit time intervals. All

this data was required in order to determine whether the steady-state

conditions were reached or not. This would also determine the fluc-

tuations of the various parameters from time to time.

The section "generate" in Fig. 7.2 refers to the generation of

random number of electrons from the three points and association with

these electrons random velocity components and positions of emission as

described in Sections 6.3 through 6.5. The section "eliminate" in Fig.

7.2 refers to the elimination of electrons which strike the planes

z = 0, z = 6.5 x i0 "3 m, y = 0 and y = 5.0 x i0- 3 m.

The section "count" refers to determining the number of electrons

in the various rectangles and the average velocity components associated

with these electrons. In Phase B this section also includes the

averaging of the velocity components, number of electrons and the position

coordinates for these rectangles for every 50 unit time intervals.

The section "update" refers to the computation of the velocity

and position coordinates of the various electrons in the diode at the

end of each unit time interval. Space-charge potential and fields are

computed for each rectangle for which N (the number of electrons in the

jth rectangle) is not equal to zero. The details for these computations

have been given in Sections 6.7 and 6.8.
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It should also be noted here that in the initial stages of the

execution of the program the beau bent over a little more than vas

anticipated and no electrons were collected at the plane z = 6.5 x 1o'3m

For this reason the value of wc the cyclotron frequency, was changed

from 5 x 109 red/sec to 4.75 x 109 rad/sec.

7.4 Results

Figure 7.4 shows the total number of electrons in the diode as

a function of time. Curve "a" refers to the case when the initial

conditions for Y. and V from Chapter V were used for the first 202 time

intervals and then the program was executed according to Phase B in Fig.

7.2. Curve "b" refers to the case in which the data was obtained solely

from Phase B in Fig. 7.2. From the two curves in Fig. 7.4 it is clear

that if the initial conditions are quite different from the actual con-

ditions it is necessary to terminate Phase A and start with Phase B

after an appropriate number of unit time intervals if an overall com-

puter time saving is desired.

Figures 7.5 and 7.6 show the average trajectories and velocity

components respectively versus cT corresponding to the two phases, A and

B. It is interesting to note from these figures that when there are no

initial conditions imposed the variation of the trajectories and velocity

components of the initially emitted electrons is very nearly the same

as that for a temperature-limited case. The velocity 9 is maximum when

T - *n/2 and then (/y) - 0.57, ( 1/) -1.0. Since -0 for T - it,c

(I~mT.SmO)Cg2- 2. Y is maziini for oT x for zero initial

velocities and Iz  0. The corresponding values obtained from Fis. 7-5

and 7.6 indicate that t' is mxi when cT - 1.45, (/= 0.,

, - 1.2, (*), /()~ )~T~/2 2.1.6 and y is asmi for
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tcT 3.0. These deviations may be ascribed to the effects of initial

velocities and the fact that Ez J 0 during the later time intervals when

4 5 V is sufficient to change the trajectories considerably. Since thesc

electrons were not tracked individually it is not convenient to plot

the trajectories and velocity components for the steady-state conditions.

When the initial conditions are imposed the trajectories and

velocity components are analogous to the results obtained from the Kino

gun model. For a Kino gun # is maximum when wcT =x, (z/y)T -. 9,

cc
i~coT= ' o/2, (Y)oT=21r =o0,(1 it adTy=s maimu

for acT = 2x for zero initial velocities and Ez = 0. The corresponding

values obtained from Figs. 7.5 and 7.6 indicate that k is maximum when

toT = , (Z/Y)w T=n 069 (i/Y)wT=g = 1.14, (Z) cT=5/(YXocT-x = 2.63

and y is maximum for %T = 5.1. These deviations may be ascribed to

initial velocity effects and the presence of the potential minimum

assumed in computing the results given in Figs. 7.5 and 7.6. It should

be noted that the computed results correspond to the centroids of the

various rectangles and would lead to some error. This error can be made

small if the spacing between the neighboring rectangles is small.

The results shown in Figs. 7.5 and 7.6 correspond to the initially

emitted electrons and these results do indicate that the presence of

the potential minimum causes a large increase in the transit time of an

electron from the cathode to the gun exit. Needless to say only those

electrons for which the initial velocities are sufficient enough to over-

come the potential miniau barrier are considered.

Figure 7.7 shows the potential variation, averaged over 1000 unit

intervals during Phase B of Fig. 7.2. The aWrag Values of y are used

in plotting Fig. 7.7 Ah" aveagn of y for a rectaMle refers to the
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average value of the y-coordinate of all the electrons in the same

rectangle. This averaging process was executed so as to eliminate any

gross errors in computing the space-charge constants A defined in

Section 6.7. Curves "a","b" and "c" refer to z = 12.5 x 10, 17.5 x 10

and 22.5 x 10"4 i respectively. The value of IVI is largest for curve

"b" as expected because of greater space-charge depression in the central

region of the beam. The average values of V and y m are - 0.375 volti in

and 5.5 x 10- e m respectively. For y > ym the space-charge depression

for the inner edge fluctuates around that of the central region of the

beam. This is due to the fact that as the velocity of an electron

increases the effect of the magnetic field becomes more and more pro-

nounced and the electrons from the outer part of the beam move inward.

The fluctuations of curve "c" with respect to curve "b" depend upon an

increase in the number of electrons in the two portions of the beam.

This effect of the transverse magnetic field is clearly shown in Fig. 7.8

which indicates the potential distribution for larger values of y. The

larger value of IVml = 0.375 volt is due to a larger value of saturation

current density, I . The influence of the electrons returning to the

cathode on the value of I and whether this large value of IVm I exists or

not in a practical device is not yet clearly understood.

In Section 7.3 it was noticed that during the computations of

the values of (n ) , the average number of electrons in the ith rectangle

and the average values of the velocity components were computed to insure

against gross errors in the calculation. This averaging process was

executed for all the rectangles and same of these results are given in

Tables 7.2a throug 7.2c for rectangles 1, 11 and 1 respectively. Table

7.3 gives the averae values of N, o t, J and J for the fifteen
0 0 0 10 YO
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Table 7.2

Average Values of the Number and Velocity Cmponents of Electrons

in Rectangle 1

N10 to o

(No. of Timn (rn/see) i
rntervals) 0 x 106 x 10j

1-50 19.6 7.21 7.02

51-100 22.2 7.18 6.94

101-150 20.3 7.20 7.74

151-200 19.7 7.12 7.38

201-250 22.6 7.21 7.75

251-300 20.9 7.14 7.88

301-350 20.8 7.14 7.06

351-4oo 19.0 7.19 8.13

401-450 22.7 7.18 7.39

451-500 19.4 7.17 7.89

501-550 20.6 7.22 7.36

591-640 18.2 7.16 7.33

641-690 20.3 7.21 7.24

691-740 19.9 7.14 8.11

741-790 21.8 7.20 7.39

791-840 18.8 7.31 7.16

841-89o 17.9 7.20 7.77

891-94o 19.1 7.16 7.18

941-990 21.4 7.19 7.16

991-1040 22.2 7.15 8.49

I
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Table 7.2b

Average Values of the Number and Velocity Components of Electrons

in Rectangle 31

N o o
(No. of Tim nc)
Intervals) o x 10x

1-50 o.16 -4.18 -5.15

51-100 o.34 15.8 -8.26

101-150 0.76 -7.95 -3.54

151-200 o.44 3.06 -4.3

201-250 0.14 17.1 -7.71

251-300 o.62 lO.6 -7.77

301-350 o.66 9.37 -5.82

351-400 o.42 -2.68 -1.27

401-450 0.52 -7.02 -3.94

451-500 0.70 6.36 -8.74

.501-550 0.52 1.6 -6.45

591-640 0.74 o.61 -6.03

641-69o 0.12 -16.4 -2.89

691-740 0.66 0.762 -7.0

741-790 o.40 24.5 -7.62

791-840 o.26 15.4 -10.1

841-890 0.36 -12.5 -4.53

891-940 o.68 -10.1 -3.09

941-990 0.62 - 8.47 -4.34

991.1-w10 o.76 9.77 -4.83
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Table 7.2c

Average Values of the Number and Velocity Components of Electrons

in Rectangle 14

N 1o ko
(No. of Time( e)Intervals) no -x-U-x

1-50 19.9 7.53 6.98

51-100 18.9 3.49 8.72

101-150 2o.4 -U.9 6.81

151-200 19.9 3.58 6.73

201-250 17.3 -14.6 9.50

251-3W0 21.3 2.64 6.12

301-350 20.3 10.7 6.4

351-400 18.2 -6.32 9.45

401-45O 21.2 -6.92 6.75

451-500 18.9 13.0 8.60

501-550 20.7 21.9 6.85

591-640 20.5 8.76 6.71

641-690 19.6 5.74 6.67

691-740 19.9 -9.36 7.42

741-79o 22.9 -0.233 5.29

791-840 20.8 5.87 6.87

841-890 20.7 8.81 6.17

891-940 19.6 9.43 8.42

941-990 18.9 2.27 9.50

991-1040 22.1 o.716 5.79
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Table 7.3

Average Valuea of the Number of Electrons, Velocity and Current

Density Compments (Averaged Over 1000 Unit Tim Intervals)

0o 0' "zo YO
(a/see) (ajsee) Yam 2) (mw

Rectangle No. 0 x 108 x (ioxe 1 2  X 102

1 20.41 7.18 0.75 1.74 1.2

2 9.45 6.58 2.49' 4.98 1.88

3 2.85 5.6o 1.12 2.56 0.51

4 0.005 2.94 -2.66 0.0023 -0.002

5 2.22 2.44 2.69 0.87 0.96

6 5.78 0.36 -0.37 2.86 -2.97

7 o.432 0.71 -0.79 o.42 -o.468

8 3.40 0.56 1.63 2.61 7.6

9 3.85 0.51 1.63 2.68 8.6

10 3.59 0.47 1.70 2.33 8.4

11 0.49 o.o18 -0.57 0.085 -2.71

12 0.032 0.336 -0.8 0.103 0.245

13 20.74 O.0017 0.O65 0.341 12.92

14 20.00 0.0033 0.073 o.64 14

15 2o.81 -o.002 0.068 -o.44 .55

4
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rectangles and are averaged over 1000 unit time intervals. This data

is quite helpful in interpreting the results.

V It is noticed that the cross-sectional area of the beam does not

remain constant and it is necessary to evaluate this area to compute the

correlation functions and the noise parameters. The effective cross-

sectional area corresponding to the ith rectangle was computed by using

the following equations:

/4 +0o.1 < a < /2, A h dz cosec Gi

x4- 0.1 < 9 < (/4 + 0.1 , A1  = h 4(dy )2 + (dzi)2

S< < x/4- o. , A = h dy see , (7.13)

where

tan i (7.14)

7.5 Correlation Functions

Recall that the upper limit for frequency is taken as 10 Gc. The

limiting values of N and M as defined in Eq. 6.50 depend upon the total

number of time intervals for which the data is obtained and the maximum

value of lag used in evaluating the correlation functions and various

noise parameters. Furthermore the ratio N/M corresponds to the number

of degrees of freedom as defined by Blackan and Tukey23. The mmber

of degrees of freedom determine the "confidence interval" within which

the true value of the spectrum would be relative to the estimated value

with a given probability. Under the Gaussian assumption for a randm

variable x(t) the stability of the spectral estimates can be described by

an equivalent Chi-square distribution having k degrees of freed ,



where

where = 2(-~ A (7.15)

and it is assumed that the spectrum of x(t) is reasonably flat, i.e.,

does not contain peaks whose width is comparable with 1/2 Tm.

When using a lag window it is not necessary to compute the various

noise parameters at all the frequencies; instead these parameters may be

computed at intervals of 1/2 Tm. Selecting this frequency interval as

500 mc gives M = 100. The value of N is taken as 1000 and thus k = 20.

This indicates 23 that if the true value is x, then among estimates 80

percent would fall between 0.62 x and 1.42 x, while 10 percent would fall

below 0.62 x and 10 percent would fall above 1.4 2 x. Increasing the value

of N to 2000 which means increasing the computer time by approximately a

factor of two gives the corresponding limiting values of the estimates as

0.72 x and 1.3 x. Decreasing the value of M the number of degrees of

freedom increases although this would increase the value of Mf. For

these reasons the values of N and M as given above are considered rea-

sonably good.

Figures 7.9 and 7.10 are plots of the auto-correlation functions

for the a-c kinetic voltage and current fluctuations respectively for

the data corresponding to rectangles 1 and 2. The correlation for large

values of g is small and the effect of the lag window would give the

values of the two normalized correlation functions identically zero for

i= 100.

Figures 7.11 and 7.12 are plots of 11/ versus f for several rec-

tangles. The parameter R/s rewesents the correlation between the *-c
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kinetic voltage and current fluctuations. It can be seen from the plots

in Figs. 7.11 and 7.12 that n/S is quite large and for some plots it

fluctuates between positive and negative values. The interpretation3 3

of these parameters has been given for 0-type devices. Haus's theory3 3

for evaluating the noise figure for 0-type devices has been used to eval-

uate the various noise parameters for different sections of the crossed-

field beam. The interpretation of the parameter I can be made in terms

of the slow and fast space-charge waves. The propagation constants of

these waves are modified due to the transverse magnetic field. A negative

value of 11 usually corresponds to an increase in the negative energy of

the slow wave and a decay in the fast wave provided the total energy is

considered constant. According to this interpretation it can be seen

from the plots in Figs. 7.11 and 7.12 that the fast wave is amplified in

the potential minimum region. As the beam is accelerated the slow wave

is amplified for small values of w and the fast wave is amplified for

large values of w. It is quite likely that for small values of w the

conventional fast wave is a backward wave (as found from the results of

the density method given in Chapter V) and these results cannot be

appropriately interpreted for the fast wave for small values of W. In

the region where the beam bends over and nonlaminarity of the beam could

be considerable, whether the fast wave or slow wave is amplified depends

upon the position of the beam. It is interesting to note the slow-wave

amplification from the plots corresponing to rectangles 6, 7, 11 and 12.

This indicates that in the process of traversing a cycloid the fast wave

energy has been transferred to the slow wave or both the waves have been

amplified although the overall growth of the slow wave is larger than

that of the fast wave.
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Figures 7.13 and 7.14 show the variation of S/S0 versus f for
several rectangles. S refers to the value of S for rectangle No. 14

for f - 0. It can be seen from these plots that as the beam is accel-

erated the value of S is also increased and in some of the rectangles

in the region which would normally be the gun exit the value of S is

extremely large. This indicates that the beam energy has increased. The

parameter S usually refers to the sum of the negative energy in the slow

wave and positive energy in the fast wave. As the beam is decelerated in

completing the cycloid the value of S is reduced, however when the beam

reaches the point of the same potential from which it originated it

appears that there is an overall increase in the value of S. This

increase in the value of S after the completion of a cycloid may be due

partly to the absence of the potential minimum in this region. These

results indicate an increase in the beam energy and are in agreement with

the experimental results of large sole currents which are usually noticed

even if the sole voltage is negative with respect to the cathode.

Figures 7.15 through 7.18 are plots of normalized S-11 and S+1I

versus f. It can be seen from the plots in Figs. 7.16 and 7.18 that the

value of S+11 > S-I1 near the cathode. Usually S-f1 and S+11 are interpreted

in terms of the negative and positive energies of the slow and fast waves

respectively. It can be seen from these plots that for rectangles away

from the cathode the value of S-11 > S+11. This indicates that the neg-

ative energy of the slow wave increases at a faster rate. The re.eults

given in Chapter V indicate that this growth is possible when

(A-o/dy) / < 0. This conclusion was obtained on the basis of a filamen-

tary beam model and the results obtained from the Monte Carlo analysis

show a growth in the two waves even if this condlition is not satisfied as
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noticed from the plots for rectangles 8, 9 and 10. However the larger

growth rates for rectangles for which this condition is satisfied show a

qualitative agreement between the two results. It is Interesting to note

that at the end of the cycloid the energies of both waves have increased

but the overall growth for the slow wave has been larger than that for

the fast wave. This is also in qualitative agreement with the results

given in Chapter V that for (d 0 /dy)lo < 0 the value of a > a if y is

increased further. It may appear within some frequency ranges that S-

is decreasing and S+11 is increasing or vice versa as f is increasing;

this indicates a loss in the negative energy of the slow wave and an

increase in the positive energy of the fast wave respectively or vice

versa. However it will be difficult to make a general statement

regarding the variation of S-1l and S+11 as a function of f.

Figures 7.19 and 7.20 show the variation of */o versus f. It is

interesting to note from these plots that the spectral density due to

current fluctuations is reduced as the beam traverses the complete

cycloid. Thus the presence of the potential minimum reduces the current

fluctuations considerably. In general it may be concluded that */*o is

either constant or it decreases as f is increased for all the rectangles

except those near the cathode, Some of the peaks in the curves for rec-

tangles 6 and 8 may be explained on the basis of the upper and lower

limits of the confidence interval, 1.42 x and 0.62 x, as explained in

Section 7.4. For rectangles near the cathode the spectral density due

to current fluctuations increases as f is increased. From the results

given in Chapter III it is also found that the current fluctuations

increase as R - w/Wc is increased. Since the value of */*o for all the

rectangles is very uall as compared to that of the rectangles near the
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cathode it may be concluded that some minimum excitation of current

fluctuations is necessary in order to notice an appreciable change in

the value of */*o as a function of f.

Fi#Lres 7.21 and 7.22 show the variation of the spectral density

due to the a-c kinetic voltage. It can be seen from these plots that

the velocity fluctuations do not decrease as the beam traverses the

cycloid; instead the velocity fluctuations are increased. As the beam

is accelerated the velocity fluctuations increase and reach very large

values at the height of the cycloid. As the beam is then decelerated

the velocity fluctuations are decreased, however there is a net growth

in velocity fluctuations as the cycloid is completed. This behavior of

velocity fluctuations is different from that of the current fluctuations,

namely, that the current fluctuations are considerably reduced due to

the presence of the potential minimum although the velocity fluctuations

are not reduced and instead they increase considerably. This is also in

contrast to the results for 0-type devices, namely, that both * and 0

are decreased as the beam is accelerated. Because of the large values

of the axial magnetic field in 0-type devices there is no mixing of elec-

trons from one layer to another. Moreover the electrons in various layers

along any cross section perpendicular to the beam are traveling at

approximately the same velocity. However in crossed-field devices there

is no provision for avoiding mixing of electrons from one layer to

another layer unless laminar flow is assured, and this causes a wide

velocity distribution in a crossed-field beam. This illustrates also

the advantages of a Kino CM15 where more lamia electron flow could be

expected.
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It is also interesting to note from Figs. 7.21 and 7.22 that the

velocity fluctuations decrease as f is increased. This result is in

Tqualitative agreement with the results given in Chapter III. The fact

that the velocity fluctuations are maximum around f = 0 seems to illus-

trate why Miller1 3 and Van Duzer 1 ' have found larger values of the elec-

tron equivalent temperature. The results given in Chapter IX, for the

experimental study of noise, also indicate large values of the electron

equivalent temperature.

Figures 7.23 and 7.24 show the variation of noise figure F versus

f. Since the values of S and 11 were normalized with respect to the value

of S for rectangle 14 at f 0, the noise figure, F is computed from the

following formula:

=10 lagio 1 so -+ , (7.16)

where Tc is the cathode temperature and T is the room temperature;

Tc = 10000 k and T = 3000 k. The variation of F for rectangles 13 and

15 is nearly the same as that for rectangle 14 and hence the curve for

rectangle 14 only is drawn. It can be seen from these plots that as the

beam is accelerated the value of F is increased and reaches a maximm

value at the height of the cycloid. As the beam is decelerated the value

of F is decreased. The value of F for rectangle 6 is larger than that

for rectangle 7. This may be due to larger values of the average number

of electrons in rectangle 6 as illustrated in Table 7.3. It is further

noticed that at the end of the cycloid the value of F is at least 10 db

larger than that at the start of the cycloid. The value of F for rec -

tangle 12 Is lower than that for rectangle 11 and is due to the larger
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value of the average number of electrons in rectangle 11 as illustrated

in Table 7.3.

The increase in the value of F is primarily due to an increase in

the velocity fluctuations as found from the plots in Figs. 7.21 and 7.22.

In general the value of F reaches the value of F for shot noise (6.36 db

for S/S ° = 1.0 and II - 0) for large values of f and this behavior is very

similar to that of O-type devices except that for 0-type devices the

value of F at low frequencies is smaller than that of shot noise.

7.7 Conclusions

In this chapter results for the auto-correlation functions and

the various noise parameters for different portions of the beam are

given. This information has been very helpful in interpreting the noise

behavior of crossed-field tubes and correlating the results with experi-

mental results. It is found that V and Ym do not have the same values

for all values of z. This would mean a, y and z variation of the several

d-c and a-c parameters. The correlation between the a-c kinetic voltage

and current fluctuations is quite large. This may be partly due to the

fact that the velocity and current density components were related

through the space-charge density. This relationship was used for the

instantaneous and average values of these parameters. It is not clear

how much effect this would have on the a-c fluctuations as defined in

the last chapter. It is interesting to note that in the Monte Carlo

analysis of a two-dimensional 0-type diode, Wen* has noticed values of

H as high as 0.85 which is somewat higber than the values calculated

here.

* Eectr Physics Labor ory, The UMiver sity of Mich'am, foathemdug
Mrct.
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Thrse results indicate that both the fast and elm wavesg

lthou4& the overall growth rate of the slov wave is larger than that

for the fast wave. The largr values of grwth are noticed in the latter

part of the first half of the cycloid and these results are in agree-

ment with those given in Chapter V. Some finite growth of the two waves

is also found in the earlier part of the cycloid. This is different

from the results given in Chapter V where no such growth is noticed.

This may be due to the fact that the higher order modes and the d-c

z-component field are not considered in the density method. It is

interesting to note that most of the plots given in Chapter III indicate

a finite growth in the earlier pert of the cycloid.

The larger noise figure in crossed-field devices is possibly due

to larger values of the velocity fluctuations. It is noticed that the

current fluctuations are very much smoothed out due to the presence of

the potential minimum but there is no reduction in the velocity fluc-

tuations and instead the velocity fluctuations are increased as the beam

is accelerated. It is noticed that the values of 0 for rectangles 4 and

5 are much larger than those for rectangles 1 and 2. This shows that

the inner edge of the beam has larger velocity fluctuations and would

give larger values of the electron equivalent temperature. This result

is in agreement with the results given by Rao and Whinnery2  and are also

in agreement with those of Pollack" , namely that for the values of B/Bc

for which Pollack obtained results for the anode current and velocity

fluctuatims, the velocity fluctuetio g an larger than that corrBptdng

to the cathode tenperatur while the current fluctuations am loss than

or equal to those for the shot Moie The va3me of F for rectangles

k14 and a narmller than those, for rectangles 1 ead 2. This illuistrates
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an Important point that the noise in a beem should be specified in terms

of both F and electron equivalent temperature. It is anticipated that

large values of the velocity fluctuations are due to mixing of electrons

from one layer to another layer and could be reduced considerably if a

laminar flow is assured.

In a statistical analysis the mean square error is inversely

proportional to the square root of the number of samples under examina-

tion. In this analysis all the electrons have not been considered indi-

vidually and a scaling parameter D is used; this means that D2 electrons1 1

are identical in terms of their position coordinates and velocity com-

ponents. It is exlected that the total number of electrons considered

individually is still quite large and the mean square error will not be

large.

S _ _ _ _ _ _ _ _



CHAPTE VIII. EPMDNTAL INVESTIGATION OF NOISE IN

INJECTED-BEAM CROSSED-FIELD DEVICES

8.1 Introduction

In order to achieve the maximum potential of crossed-field

devices in term of their high efficiency, with a maximum possible

signal-to-noise ratio, it is important to analyze the noise origin and

its propagation in these devices. These studies will hopefully lead to

some practical methods of reducing the amount of noise output usually

experienced. As this noise appears principally under space-charge-

limited conditions, it is believed that the source of noise is due to

the presence of the potential minimum, meaning thereby that there is

relatively large growth of perturbation in the gun region. These per-

turbations may arise near the potential minimum.

Experimental investigation of the noise phenomenon cannot be

ignored because of the approximations used in the analytic methods such

as the density function method and the Llewellyn method. This nonlin-

earity of the potential minimum region is considered in the Monte Carlo

method for analyzing the transport of noise. Since the physical

configuration of the diode considered in these analytical approaches is

somewhat different from that of the usual type of experimental tubes

the results must be correlated with experimental results accordingly.

The experimental device designed for the purpoeA of noise studies

is shown in Fig. 8.1. This experimental device is of a versatile nature

andc asiats of the following mar parts:
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1. The electron gun.

2. The sole and the sole sepents.

. The slotted anode.

4. The collector.

5. R-f injection and detection probes.

6. Push-pull seal and driving mechanism.

8.2 The Electron Gun

The electron gun for crossed-field devices may be either of the

following two types:

1. The electrons are accelerated to the required d-c velocity and

are then allowed to enter the uniform magnetic field region

through a transition region. Because of the restrictions in

the variation of the magnetic field in the transition region,

this technique is not used very often.

2. In practical tubes, the electrons are accelerated by a d-c

potential in the presence of an orthogonal magnetic field. The

electrons under the influence of both the electric and magnetic

fields describe cycloidal trajectories. In an ideal device the

electrons are allowed to enter the interaction region when the

y-directed velocity is zero and the z-directed velocity is of

an appropriate magnitude so as to give straight-line motion of

si; the electrons in the interaction region.

The electron gun used in this experimental device is of the latter

type. The cathode assembly consists of three separate (isolated) cath-

odes placed side by side. The main reason for splitting them into three

separate cathodes is to enable the stmt of Watistresa phenomeno OImilr

to that in O-tye dvies described W "a . Tese three catheks
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may be operated independently under the same gun anode voltage and

magnetic field and provisions have been made to use any type of cathode.

Goul eO has developed a formula for the diocotron gain in the

interaction region of the crossed-field device which can be used to

estimate the rate of growth of any perturbation. Its reliability has

been verified experimentally by Harris~s and Sato5 e . From similar meas-

urements it seems possible to estimate the overall growth in the gun

region provided a modulating device is used very close to the cathode.

The structure used for modulating.,and demodulating the beam in these two

cases was restricted to a relatively narrow bandwidth. After considering

the range of frequencies of signals detected as noise in these devices,

it was deemed necessary to use probes for r-f injection and detection

purposes. The efficiency of such a probe as an antenna varies with fre-

quency, but this makes it possible to cover a much larger bandwidth than

if cavities were used. Because of the use of the probes and the three

segmented cathodes, the minimum distance between the anode and the sole

in the interaction region is limited.

Table 8.1 presents the results of a few calculations incerning

the various parameters d, Yo, Z0 , Vo, Io, B and G, for the three cathodes.

The parameters d, YO, Zo' and d. are indicated in Fig. 8.2. These param-

eters are defined as

d = distance between the gun anode and the cathode;

- the coordinates of a point In the y-z plane where the electron

under consideration has zero y-directed velocity, and the

z4irectsd velocity is of an appropriate 74pgitude to give

str"it-lIe path In the intraction reLon;

I vo the Sun anode voltW (also equal to the anoe voltep);
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Table 8.1

G a a Function at d for Idealized Flow

d ___yo_ j 1I B G/tmc
Inch Volts Inch Inches MaL Gauss db/m

V0  500 0.3 0. 1  6.8 1.52

0.14 V0  362 0.217 0.3141 4.2 85.6 2.3

V 638 0.383 0.60 9.8 1.o6

V 500 0.45 0.707 3.0 1.01
02

0.6 V 4o8 0.367 0.577 2.52 57.1 1.55
03

V0  592 0.533 0.837 3.86 0.79

V0  500 0.6 o.942 1.7 0.76

0.8 V 03431 0.517 0.812 1.36 42.8 0.96

V 569 0.682 1.072 2.06 0.63
01

V 500 0.75 1.178 1.1 0.60
02

1.0 V 3  4145 0.667 1.048 0.93 314.14 0.72

V0  555 0.833 1.3o8 1.28 0.52

V 500 121.885 0.1425 03
02

1.6 V0  1465 1.117 1.755 o.382 21.14 o.142

V0  535 1.283 2.015 0.1470 0.32

(It haS been assumed that the bam from the central oatbAOe U0es In the

center of the interaction region and the length of the besm In the dima-

tics of the amwti flae3 is tao s 0.8 1**k.)
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I0 = the current emitted from the cathode under space-charge-lialted

conditions, computed from the Child-Lanipuir law;

B the magnetic flux density; and

G - the diocotron gain as computed from Gould's formula;

2.1I f
BG = B u 3 1

2 dbm (8.1)
0 0

in which

f = the signal frequency in c/s,

w = the width of the beam in meters,

S= the average z-directed velocity in the interaction region,

B = the magnetic flux density in Wb/m 2 ,~0

I = the beam current in amps.

In all these cases d1, the distance between the sole and the

anode, is taken as d/2.

In Table 8.1, yo and z are computed for the electrons emitted

from the center of the respective cathodes. Subsuffixes 1, 2 and 3

refer to the three cathodes respectively, cathode No. 2 being the central

cathode and cathode No. 3 being the one closer to the interaction region.

Figures 8.3 and 8.4 indicate the space-charge-free trajectories

of nine electrons emitted from the three cathodes. Two of the three

electrons from each cathode are from the extreme edges. These trajec-

tories were plotted with the use of an analog computer according to the

technique developed by Rowe and Martin37 and these plots of trajectories

may be interpreted for different values of the spacing d by varying the

values of the space scaling parmeter and by changing the scaling con-

stant involving the value of the magtic fild.
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Figures 8.3 and 8.4 correspond to d * 0.8 inch and 0.6 inch

respectively. Figures 8.5 and 8.6 are for different gun anode and anode

voltages; these voltages are indicated as Vop V and Vos When the

electrons are emitted from the center of the respective cathodes, the

value of the parameter Yo is the same for the three cathodes. The tra-

jectory plots in Figs. 8.5 and 8.6 ensure at least straight-line motion

of the electrons to a maximum possible degree when these cathodes are

operated separately.

A value of d = 0.365 inch which corresponds to d = 0.6 inch in

Fig. 8.4. It appears from Fig. 8.6 that if the gun anode were given a

downwards slope, it might be possible to operate the three cathodes

simultaneously with a smaller value of B. The analytic treatment for

such a case is rather difficult. Three values of e (9 indicated in Fig.

8.7, e = 5, 10 and 20 degrees) were tried. For higher values of 8, there

is a tendency to give electron collection. The positions of the cathodes

were varied so as to obtain near optimum trajectories. According to this

design the effective distance d for computing the total current emitted

from the three respective cathodes from the Child-Lanomuir law is dif-

ferent for the three cathodes and this varies with the angle 8 also.

In Table 8.2, 5/dl, Iol/Iop , I /IOP and I /1 OP are tabulated for

various values of 8, where Io0, Io0 and Io0 represent the total currents

from the three cathodes respectively for different values of 8. 1

refers to the total current emitted from any one of the three cathodes

(the three currents being equal) for a planar gun anode e 0 0).
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Table 8.2

Maximum Deviation in Trajectories as a Function of Angle 8

%DEG. 6/dl* I 1/1Q 1I / I03/10

5 o.42 1.14 1.1 1.07

10 0.39 1.36 1.26 1.14

20 0.36 1.77 1.46 1.22

Considering the values tabulated in Table 8.2, 8 - 20 degrees was

selected and the trajectories for the nine electrons corresponding to

this case are shown in Fig. 8.7. Provisions have been made to operate

the gun anode and the anode at two different voltages. End hats have

been included to avoid the dispersion of the beam in the direction of the

magnetic field. The cathode block assembly showing the slots for the

three cathodes, small holes for r-f injection probes and the block mount

is shown in Fig. 8.8.

8. The Sole and the Sole Segents

The sole electrode is essentially a smooth conducting sheet and

forms one of the two parallel plates of the crossed-field tube drift

region. The presence of noise in crossed-field tubes has been correlated

with the presence of the sole current which probably arises due to poor

beam focusing techniques.

A great deal of experimental investigation regarding the existence

and distribution of the sole current has been carried out by Miller' 3 .

The sole segments used In this structure are in the form of glazed molyb-

deax= blocks insulated from oe another and the sole. These segments

rest fr eely In the slots cut In the sole structure which is also provided

with and hats and molybdama blocks (se i. 8.9).



V; t) HOLES FOR R-F PROBES 2J.111DTS FOR CATHODES 3)CATHODE BLOCK

Q.CATHOOE BLOCK MOUNT 5.) HOLES FOR COAXIAL CABLES
6.) HOLES FOR 0-C LEADS

6

FIG. 8.8 CATOIX BK WITH SIMs FOR TIMU CATHODES AND HoxM FOR R-F MMS

NOUNTED X THE CAMM BL= MZONT.
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8.4 The Slotted Anode

The slotted anode is the second parallel plate of the crossed-

field tube drift region. This plate has three slots equally spaced and

the central slot corresponds to the center of the beam. The r-f probes

for detection purposes pass through these slots to permit probing in the

magnetic field direction. The presence of the end hats restricts the

beam spreading in the direction of the magnetic field, but it is very

likely that oscillations of the electrons along the x-axis may be one of

the major causes of noise in crossed-field devices.

The complete assembly of the gun anode, anode, sole structure and

base plate is shown in Fig. 8.10. The gun anode and the anode are

insulated from each other and the spacing between the three parallel

plates is precisely adjusted by the ceramic spacer, also shown in Fig.

8.1o.

8.5 The Collector

The collector electrode consists of three parts -- two metal

plates and a BeO plate. The BeO plate has a reasonably high heat con-

ductivity and a high d-c insulating resistance. The metal plate closest

to the anode structure forms the high-voltage plate and the stainless

steel tubes are attached to the other metal plate (termed the ground

plate) to carry cooling water.

8.6 R-f Inaection and Detection

As mentioned in Sections 8.2 and 8.4, one of the purposes of this

investigation is to inject an r-f signal very close to the potential

minimm and study its propgation in the drift region. Needless to sa

these probes ma be used for studying the d-c characteristics of the be=
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also. In the present design of the gun anode it will be difficult to

detect the propagation in the gun region, but an overall estimate of the

Propagation can be estimated from the measurements in the drift region.

The r-f injection and r-f detection probes are also arranged in the

direction of the magnetic field.

kThe inner conductor of the r-f injection coaxial cables is molyb-

denum with an outer conductor of inconnel tubing and these cables were

constructed according to the technique developed by Nunn and Paul me. In

all there are nine r-f probes in the gun region and an additional three

r-f probes are introduced in the region between the sole and the cathode

block.

The r-f detector probes are the extensions of the inner conductors

of rigid copper coaxial cables with teflon as the dielectric material.

These cables pass through a hollow stainless steel tubing which forms a

part of the push-pull seal and the driving mechanism (to be described in

Section 8.7). A schematicof these twelve probes is shown in Fig. 8.11.

8. Push-Pull Seal and Driving Mechanism

In order to make some measurements on the propagation of any per-

turbation, it is necessary that the detecting devices be distributed

uniformly along the beam and, if it is not possible to have a number of

detecting devices, it should be possible to move them back and forth.

For the present study a push-pull seal was developed. This makes it

possible to move a stainless steel tubing back and forth by a par-screw

arrangement shown in Fig. 8.14. Three coaxial cables pass through the

slots in the anode structure. To avoid vibrations and lateral movement

of the tubing, and hence that of the inner conductors of the coaxial
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-299-I, cables, it is guided by a trolley which is further guided by two polished

rods spatning the tube and supported at the two end manifolds.

The design of the push-pull seal is similar to that used by

Slocum3 and consists of alternately spaced teflon and stainless steel

washers which are compressed by a heavy spring, thereby making a vacuum

seal. The complete assembly drawing of this seal is shown in Fig. 8.12.

The movements of the detecting probes can be directly transformed to an

x-y plotter by a geared helipot arrangement. The assembly drawing of the

complete device is shown in Figs. 8.13 and 8.14. Figure 8.15 illustrates

the tube and the push-pull seal while Fig. 8.14 relates to the wheel and

gear-screw mechanism used to move the probes. The plate shown on the

right-hand side of Fig. 8.14 is fastened to the casing shown on the left

side of Fig. 8.13 by means of screws.

The overall assembly of the tube mounted on the vacuum station is

shown in Fig. 8.15. The wheel and the gear-screw drive mechanism to

drive the push-pull seal can be seen on the left side of Fig. 8.15. After

the connections have been made to the appropriate points on the tube, the

magnet shown on the right side of Fig. 8.16 may be moved to an appropriate

position. The collector is inclined at an angle of 10 degrees and one

set of sole segments can easily be seen in Fig. 8.16. The connectors

for the r-f input probes are staggered and their layout may be seen in

Fig. 8.17. The movable tubing which carries three coaxial cables and

the attached trolley which is guided by two rods stretched across the

tube may also be seen clearly in Fig. 8.17. The positions of the blocks

which support the main folds are adjusted and the rods which support the

Lblocks extend across the magnet. This makes it convenient to move the

magnet without disturbing the support.
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For vacuum purposes there is a provision for an auxiliary pum

so that the preliminary checks for leakage etc. may be mae before the

tube is coupled to the main vacuum station. This also helps in reducing

the time spent in evacuating the tube if some degree of vacuum is

achieved in the tube with the help of the auxiliary pump and there is

also a provision for an ion pump.

A'



CHAPTER IX. EXPERINTAL RESULTS

9.1 Introductory Remarks

From the previous studies °0 'I 1 4 3 p2 8 of noise in crossed-field

devices, it has been found that the noise output is considerably increased

when the operation of the device is changed from temperature-limited to

space-charge-limited.

It was originally suggested by Professor J. E. Rowe a few years

ago that this increase in noise in a space-charge-limited crossed-field

device is due to the fact that an electron may traverse several cycloids

in the potential minimun region before it overcomes the potential barrier

and moves into the gun region or returns to the cathode. Thus for an

electron moving into the gun region the transit time from the cathode to

any arbitrary plane in the gun region is extremely large. In this

respect space-charge-limited operation in crossed-field devices is quite

different than space-charge-limited operation in O-type devices. The

results of the density function analysis, given in Chapter V, indicate

that the a-c fluctuations experience extremely large growth rates when an

electron traverses a cycloiding movement and this explains qualitatively

the hypothesis originally given by Professor J. E. Rowe.

It has also been noticed2 a that for a given geometry the total

noise output is quite dependent on the ratio B/Dc where 3 is the actual

magnetic field intensity ad B, is the cutoff ma netic field intensity.

From the experimental work" done at the CM' Lrbortories, it appears

that there is a definite value of B3 which may be defined as (R/3)

for a give conirtion, such that i S/Ic> )orD t ni



content is significant. For a certain value of B/Bc, the noise content

is maximu and for larger values of the magnetic field, the noise is

reduced as the value of the magnetic field is increased. From a study2 s

of different geometrical configurations it has been found that

(B/Bc)or > 1 in general. It is apparent that for B/Bc < 1 there is a

negligible beam transmission in the interaction region and for B/Bc > 1,

there is a finite beam transmission in the interaction region and the

growth phenomenon, if it exists, occurs over a longer length of the beam.

The reduction of noise at larger values of the magnetic field is primar-

ily due to the reduction in the beam current since the number of elec-

trons crossing the potential minimum barrier is reduced as the magnetic

field is increased.

It has also been noticed from the previous experimental

data1' 11
,1
3
P28 that for B/Bc < 1 the cathode current is constant and

for B/Bc > 1 the cathode current decreases as B/Bc is increased. Because

of the inclined gun anode in the noise analyzer described in the previous

chapter, it is difficult to calculate the values of Bc for different

combinations of the three cathodes. For this reason the cathode current

is measured as a function of the magnetic field in order to determine

the value of Bc

Figure 9.1 shows the plots for the normalized cathode current

versus magnetic field for several values of the heater power for cathode

No. i (No. 3 cathode being closer to the interaction region). The space-

charge-limited operation of the cathode was confirmed at zero magnetic

field. Since the cathode current is decreased as the magetic field Is

Increased, the spce-charp-limited operation of the device is ,utified

for all values of B if it is space-chat -laited for B a 0. The plats
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in Fig. 9.1 are normalized with respect to the cathode current 10 for

B - 0 and the various values of the heater power and the corresponding

cathode current 10 are also shown in Fig. 9.1. Insofar as is known no

such data for a crossed-field diode has appeared. The increase in the

current from cathode No. 2 as B is increased is less than that for cathode

No. 1, and this increase in the current from cathode No. 3 is less than

for cathode No. 2. It is likely that this variation of the cathode cur-

rent may be due to the fact that the gun anode is inclined. The maxdmum

values of the cathode currents for different values of the heater power

occur for the same value of the magnetic field designated as B. and it

might be that this value of the magnetic field is related to Bc.

In an effort to determine the value of Bc for various combinations

of the cathodes, it was noticed that the current from cathode No. 3 is

greatly affected by the currents from cathode Nos. 1 and 2, while the

current from cathode No. 2 is greatly affected by current from cathode

No. 1. This is due to the presence of the magnetic field which changes

the direction of the beam and this causes a space-charge depression of

voltage in front of the neighboring cathode to the right, thereby reducing

the current from the neighboring cathode. Figures 9.2 through 9.4 show

the plots of the normalized currents for various values of the magnetic

field. The cathode currents for B = 0 are shown in Table 9.1. These

currents are referred to as Io1 , 1o, and Ios0
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Table 9.1

Individual Cathode Currents as a Function of the Magnetic Field

Magnetic Field 0I Io

Gauss ma ma ma

60 5.6 4.5 3.9

80 5.4 4.1 3.

100 5.2 3.9 3.1

120 4.9 3.6 2.8

160 4.2 2.8 2.1

240 2.6 1.9 1.3

Figure 9.5 shows the plots of I ol/Io and 102/10 versus B and

these results are compared with the theoretical results obtained from

Table 8.2 developed for filamentary beams originating from the ccnters

of the respective cathodes. The plots in Fig. 9.5 seem to indicate that

because of the inclined gun anode, the emission from cathode No. 1 is

more affected than that from cathode No. 2 and this effect is enhanced as

the magnetic field is increased. This is in agreement with the conclu-

sion made from the blots shown in Fig. 9.1.

Because of this observed effect of one cathode current over the

other, the three cathodes were operated independently. It is possible

that by properly biasing the cathodes, some predetermined values of cur-

rents from the cathodes when operated simultaneously could be obtained

but this requixes a great deal of trial and error experimentation. Since

the exact value of e is not known, the magetic field is referred to in

terms of its absolute value in the following data.

Figure 9.6 outlines the design details of the couvplng probes and

their VSVR chateristics awe shown In Fig. 9.7. The dotted curre refers
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to the seal with two type-N connectors attached to the coaxial line (with

the seal on one end) approximately 2.5 inches long. The solid curve

refers to the seal, one type-N connector, one microdot right angle plug

with a 7W adapter and another adapter for transition from TNC-type to

N-type connector. Thus the quality of the seal is limited primarily by

the nature of the connectors attached to the coaxial line. The type-N

connectors cannot be used in this case because of the relatively small

distance between the centers of any two adjacent r-f coaxial cables.

Table 9.2 indicates the bean transmission for cathode No. 2 for

different values of cathode current. The beam current was varied by the

cathode bias voltage while the anode and sole voltages were varied in

order to obtain maximun beam transmission. This data corresponds to

B - 136 gauss and Vac c - 500 volts.

Table 9.2

Variation of Beam Transmission with Beam Current

Bean Current V Anode V Sole Beam Transmissions
ma Volts Volts Percent

5.1 413 -65 46.5

4.5 560 -48 4.5

3.75 545 -26 50.0

3.0 554 -19 50.0

2.0 601 -10 52.2

1.0 611 -8 69.o

0.7 609 -18 66.o

0.6 611 -16 66.o



Tn other words the beam asion improved as the beam current was

reduced. This is probably due to the fact that the gun was designed on

the basis of space-charge-free trajectories. The data for the been

transmission given in Table 9.2 corresponds somewhat closer to that of a

typical conventional crossed-field device. The noise properties of this

gun are given in the following sections.

9.2 Evaluation of Electron Eauivalent Temperature

The electron equivalent temperature40 has been determined by

studying the volt-ampere characteristics at the various probes and the

sole segments. It was noticed that the cathode current changed when the

voltage at the cathode probes was varied. However, volt-ampere charac-

teristics have been studied at the input probes at the exit of the gun

region and the movable probes. The typical volt-ampere characteristics

of the three input probes (namely probe Nos. 1, 2 and 3 as shown in Fig.

8.11) are shown in Figs. 9.8 and 9.9. Probes 1, 2and 3 are equally spaced

in the positive direction of the magnetic field.

From similar data for the three cathodes, the electron equivalent

temperature for these probes is calculated and is shown in Figs. 9.10

through 9.12 as a function of the magnetic field. It is seen frm these

figures that the electron equivalent temperature is reduced as (c is

increased. This is in qualitative agreement with the data obtained by r-f

measurements at the CSF Laboratories 2 8 .

In evaluating the electron equivalent temperature it is assumed

that the electrons have a Maxwellian velocity distribution. The discrep-

ancy in the experimental points frn the smooth curves drom in these

figures mu be due to lack of a ftwellian velocity distribution. For

such cases thAe awere electron equivalent tewmtwe is evwauated. It
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may be possible to obtain a slightly different value of the electron

equivalent temperature by varying the anode voltage to a region where a

Maxwellian velocity distribution may be a better approximation. This

might also require a correction due to a change in the cathode current as

the magnetic field is changed.

The large numerical values of the equivalent temperature seem to

indicate a large noise content of the beam. It is interesting to note

from these figures that the difference in the noise equivalent tempera-

ture for the three probes is increased as the value of B is increased,

indicating that the velocity distribution in the direction of the magnetic

field is not uniform. It seems to indicate also that for large values of

B either the cathode emission is nonuniform in the direction of the mag-

netic field or there is a random electron movement along the x-axis, and

the degree of this movement seems to depend upon the value of the magnetic

field.

The greater noise in magnetrons when operated as cold cathode

devices than when operated as hot cathode devices seems also due to

nonuniform emission along the cathode.

In order to study the variation of the electron equivalent temper-

ature along the beam, volt-ampere characteristics for the movable probes

and sole segments were studied. Figure 9.13 shows the volt-ampere

characteristics for probe No. a for four values of z. It can be seen

from these plots that there is no significant change in the slope of the

plots and hew. the electron equivalent temperature is not appreciably

altered along the besi. For similar data for the sole segments it was

also inferred that there is no significant change in the electron

equivalent temperature except for some small fluctuatos along the beam.
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R Studies of teBe

By introducing an r-f signal at high frequencies at the input

probes it was noticed that the direct signal pickup at the movable probes

was too strong to indicate any change in the signal due to the presence

of the beam. It is probably due to a lack of beam modulation. The injec-

tion at low frequencies (less than 250 mc/s at the input probes) is

discussed in Section 9.5.

Same intrinsic oscillations within the beam were detected and the

frequency of the r-f signal detected at the input probes at the exit of

the gun region and the movable probes was in the neighborhood of 75 mc/s.

This frequency could be changed by changing the d-c parameters such as

the anode voltage, cathode bias, gun-anode voltage or the magnetic field

but within a narrow limit. It is felt that this change in frequency is

very similar to the frequency pushing effects in the conventional magne-

trons. The harmonics of the 75 mc/s signal were also present but the

signal level of the harmonics reduced as the order of the harmonic

increased. For example the second harmonic signal level was about one

half of the fundamental signal level and the amplitudes of the higher

harmonics were too small to be detected on the spectrum analyzer.

It may be pointed out here that the level of the detected signal

does not remain constant as any of the d-c parameters are changed. Fig-

ure 9.14 indicates the plots of the r-f signal level, cathode current and

the change in the signal frequency as a function of the cathode bias.

Figure 9.15 shows the plots of the r-f signal level and the chnge in

signal frequency as a function of the magnetic field. The change in

magnetic field also causes a change in the cathode cvrrent and thus the

dependae of the r-f sigl level on t magnetic field win be quite
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complicated. Figure 9.16 shows the plots of the r-f signal level as a

function of the anode voltage.

Figures 9.1 through 9.16 indicate that the level of the noise

signal frequencies can be reduced significantly by adjusting the d-c

parameters appropriately. It will be quite difficult to explain this

noise reduction phenaenon analytically but the results of a simplified

model 4 1 of a double beam with a certain velocity slip in the two beams

drifting in the interaction region indicate that an r-f signal will grow

provided the conditions on the various d-c parameters are satisfied.

This growth phenomenon is limited within a certain range of the values of

the d-c parameters.

2.4 Variation of R-f Signal Alon the Beam

By sliding the movable probes along the beam it was noticed that

the r-f signal level and the d-c current detected by the probe varied

along the beam. It was found necessary to keep the probe voltage at a

level so that the secondary emission was negligible. This was deter-

mined on the basis of the volt-ampere characteristics for the probes.

It was noticed that the probe d-c current varied periodically

indicating that the beam was cycloiding in the interaction region and the

r-f signal also varied along the beam. It may be pointed out here that

by varying the probe voltage the probe current could be varied over a wide

limit without varying the r-f signal level and its frequency. Figures

9.17 and 9.18 show the plots of the r-f signal level for probe Nos. a and

c respectively as a funtion of distance along the beam, * he average

value of the wavelength as determined from these two plots is 0.92 inch

for probe No. a and 0.94 inch for probe No. c, while the calculated value

A
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of te wavelength from the formul - (IEI/fB), is equal to 1.05 inch,

where

VO W anode voltage,

d a anode-sole spacing,

B = magnetic field intensity,

f = frequency of the signal.

In evaluating the value of JEj, the space-charge effects are neglected

because they would tend to reduce the actual value of JEt and hence the

d-c velocity of the beam would be less than the calculated value. Thus

the actual value of the wavelength would be less than 1.05 inch. This

study also indicates that the actual noise signal originated in the gun

region. It may be noticed from these two figures that there is a small

phase difference between the signals detected by probe Nos. a and c.

This is due to a very small difference in the lengths of the two r-f

coaxial lines.

Figure 9.19 shows the plot of the d-c probe current versus z

(distance along the beam) and the data corresponds to the measurements

made on probe No. a with similar data being obtained for other probes.

This plot indicates the cycloiding nature of the beam and the measured

value of the average cycloidal wavelength Xc = 0.295 inch. For a

temperature-limited model the calculated value of Xc = 0.179 inch. In

a practical case because of the finite space charge, the value of

c > 0.179 inch. It is interesting to note that the various pronounced

peaks occur at an interval of approximately 1.0 inch which Is very nearly

equal to the wavelength calculated from the r-f eara-ments. This

indicates a prawui ced effect of r-f wave Vropagating alms the bern n

the bew trajectory, Th decrease In probe cureat with the distance
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seems to indicate that either the beam current has been reduced after a

finite collection of the current at the anode and/or sole or there is an

inherent tendency in such devices to reduce the amplitude of the cycloid

with distance.

2 R-f Injection

It is mentioned in Section 9.3 that when an r-f signal was intro-

duced at the input probes the direct signal pickup at the movable probes

was too strong to indicate any change in the signal level due to the

presence of the beam. This occurred when the frequency of the applied

r-f signal was quite high. The detection of the noise signal due to

intrinsic oscillations within the beam led to an injection of an r-f

signal in the same frequency range as the frequency of the oscillations.

When an r-f signal in this frequency range was introduced at the probes

in the gun region, the direct pickup in the absence of the beam at the

movable probes or at the input probes at the exit of the gun region was

too small to be detected by the spectrum analyzer. However, when this

r-f signal was injected at the input probes at the exit of the gun region,

the direct pickup on the movable probes was too large to indicate any

change due to the presence of the beam. For this reason the input probes

in the gun region were used as an injection system. The following data

refers to when Cathode No. 2 was in operation and the r-f signal was

introduced at probe No. 8 which is the nearest to this cathode for the

purpose of a greater degree of modulation. Under these conditions the

intrinsic oscillations were suppressed.

The variation of the r-f signal level with various d-c parameters

is similar to that of the oscillation signal level mentioned in the last

two sectios. Sowver, the signal equency could be chagnd frcs about
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60 mc/s to about 250 me/s. For higher frequencies the direct pickup was

again too strong. Figure 9.20 shows the variation of the r-f signal

level and the cathode current versus cathode bias, Figure 9.23. shows the

variation of the r-f signal level versus the magnetic field and it can be

seen that these variations are very sensitive to the magnetic field.

Figure 9.22 shows the variation of the r-f signal level and the cathode

current versus gun anode (accelerator) voltage. Figure 9.23 shows the

variation of the r-f signal level versus anode voltage. The variations

of the r-f signal level with the anode voltage are due to the fact that

a finite portion of the anode extends in the gun region and variations in

the anode voltage changes the potential profile in the gun region con-

siderably.

In order to determine the variation of the r-f signal level as a

function of the degree of space charge, the heater power was varied and

the r-f signal level determined. Figure 9.24 shows the variation of the

r-f signal level and the cathode current versus the heater power. It may

be seen that the r-f signal level varies proportionately to the heater

power.

Figure 9.25 shows the variation of the r-f signal level as a

function of distance. The plot is shown up to z = 2 inches but for

larger values of z the r-f signal level was smaller than the threshold

signal and could not be detected on the spectrm analyzer. The measured

value of the wavelength obtained from the plot shown in Fig. 9.25 is

equal to 0.68 inch while the calculated value of X from the formula

X = IEI/fB is equal to 0.7 inch. It is noticed that the r-f signal level

decreased with distance. This ma be due to a reduction in the been

current because of collection of the been current at the anode and sole.
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The signal level at the middle probe was about 1.5 - 2.0 times

larger than at the two side probes. This indicates that the r-f field is

maximu at the center of the beam and is reduced in the direction of the

magnetic field.



CHAPTER X. SU MARY, CONCLUSIONS AND SUGGESTIONS

FOR FURTHER STUDY

10.1 Summar and Conclusions

The general purpose of this study haz been to investigate noise

transport in crossed-field devices. Most of the work reported in the

preceding chapters refers to noise transport in the gun region, although

some results based upon the Llewellyn-Peterson equations are given for

the noise transport in the interaction region. Some experimental data

for the interaction region is also given.

In deriving the Llewellyn-Peterson equations both current density

components are considered. The resulting electron trajectories are com-

pared with those obtained from the Kino gun model. The noise transport

coefficients are written in a general form so that any physical model

may be used in evaluating the noise transport. Furthermore these coef-

ficients are written in terms of the two velocity components separately

and a few checks are made to show the correlation. It is also shown

that these coefficients reduce to the usual Llewellyn coefficients for

the case of w = 0 and to Van Duzer's coefficients in the Kino gun model

for a -4 0. One set of coefficients can be used for evaluating the noise

transport in the gun region as well as in the interaction region. Only

a few specific cases are evaluated.

For the gun region the noise transport coefficients are evaluated

for the Kino gun model, the temperature-limited case and the quasi space-

charge-limited case for several values of the perturbation frequency. It

is noticed that the perturbations grow significantly in the gun region.

For the interaction region these coefficients are evaluated for an
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t idealized flow when i = constant. It is noticed that the perturbations

grow faster if the beam current is increased and/or the magnetic field

is decreased which agrees qualitatively with experimental results.

From the results of the density method given in Chapter V it is

found that the value of IVmI increases as c is increased. The contri-

bution from the initial tangential velocity in evaluating the various

d-c parameters is considerable. A good agreement between the theoretical

and experimental results for the cathode current is found. The variation

of the several d-c parameters as a function of wcT and ac is found in

good agreement with the Kino gun' 5 results except that the normal

y-component of the current density is not constant along the beam as

assumed in the Kino gun model.

The fifth degree determinantal equation derived to study the

propagation of a perturbation along the beam indicates the presence of

the five waves. These waves correspond to the synchronous wave, the two

modified space-charge waves and two backward waves. For large values

of wp (i.e., near the cathode) the two backward waves refer to one

growing wave and the other a declining wave. The value of the growth

rate for the growing wave (or the attenuation rate for the declining

wave) decreases with y. The two space-charge waves and the synchronous

wave are attenuated if (d o/dy)/ 0 > 0. If (d 0/dy)/ < 0, the two

space-charge waves experience very large values of growth while the

synchronous wave is increasingly attenuated for larger values of mp and

the conventional fast space-charge wave is found to be a bckward wave

for small values of a. It is noted that because of continuously

changing d-c parameters the propagation constants for the five waves do



not remain constant. Based upon the results obtained after solving the

determinantal equation, several experimental observations are explained.

In deriving the equations for noise transport based upon the

Monte Carlo analysis, numerical techniques are used to derive the equa-

tions for position and velocity coordinates of an electron. The deriva-

tion of correlation functions and power spectral densities is also based

upon numerical techniques. These equations are of a general nature and

can be used without any restriction except for a compromise between

accuracy and computer time. The space-charge potential used in the

force equations is derived using the Green's function.

The results of the Monte Carlo analysis given in Chapter VII

indicate a growth of the slow wave which is larger than that of the fast

wave. The two waves grow as the beam is accelerated and then decay as

the beam is decelerated, but there is an overall growth of the two waves

over a complete cycloid. Most of the growth occurs in the latter part

of the first half of the cycloid. These results are in agreement with

those given in Chapter V. It is anticipated that the finite growth in

the earlier part of the first half of the cycloid is due to higher order

modes and d-c z-component electric field which are neglected in the

density method.

The potential minimum aids in reducing the current fluctuations

although the velocity fluctuations are increased as the beam is accel-

erated. The velocity fluctuations are decreased as the beam is

decelerated, however there is an overall increase in the velocity

fluctuations in traversing a complete cycloid. It is also found that the

inner edge of the beam has larger velocity fluctuations and this will

give larger values of the electron equivalent temperature for the inner



edge. This result is in good agreement with the results given by Rao

and Whinnery2O. These explain why large values of electron equivalent

temperature are obtained in crossed-field tubes. It is anticipated that

large values of the velocity fluctuations are due to electron mixing

from one layer to another and this illustrates the importance of a lam-

inar and noncycloiding flow. The velocity fluctuations are found to

decrease as f is increased and the current fluctuations for rectangles

near the cathode increase as f is increased. These results are in

agreement with the results given in Chapter III from the Llewellyn-

Peterson equations.

It is noticed that the noise figure F decreases as f is increased

and it is anticipated that F would approach asymptotically the value for

shot noise at large values of f.

In operating a set of cathodes placed side by side in the experi-

mental noise analyzer (or even otherwise in a crossed-field geometry)

there is a space-charge reduction in voltage due to the bending of a

beam because of magnetic field and this affects the beam current from

the neighboring cathodes. This is of prime importance in designing a

multi-cathode or even a wide cathode for large values of beam power. It

is noticed that the electron equivalent temperature as evaluated in the

interaction region is extremely high and is decreased as the value of

the magnetic field is increased. It is also noticed that by adjusting

the d-c parameters appropriately some coherent oscillations may be

produced and the frequency of these oscillations may be varied by

changing the d-c parameters. The r-f signal does not show any increase

in the interaction region but instead its magaitude is decreased along

the beam. Injection of an r-f signal in the -gun region also indicates
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the same behavior, i.e., the magnitude of the r-f signal as picked up

at the movable probes can be varied by changing the d-c parameters. The

r-f signal detected at the movable probes in the absence of the beam is

too small to be detected by the spectrum analyzer. However this data is

limited to low frequencies (f < 250 mc) because for higher frequencies

the direct pickup becomes significant. The r-f signal in this case also

is reduced along the beam. This may be partially due to some electron

collection at the anode and sole.

10.2 Suggestions for Further Study

The study of noise in crossed-field devices is in a stage of

infancy and a great deal of theoretical as well as experimental work is

needed in order to realize low noise figures.

The calculations for the noise transport coefficients in the

interaction region have revealed some minima. As in 0-type devices the

position of the minima with regard to the r-f input can change the noise

figure; it would be very interesting to orient some study in developing

a generalized expression for noise figure and determine the distance of

the minima from the r-f input which would lead to a reduced noise figure.

It would also be necessary to evaluate the noise transport coefficients

for some additional cases depending upon the phase and the magnitude of

the various perturbations at the a-plane. It is not yet clear how

these results will be modified by considering several trajectories simul-

taneously. If it is later deemed feasible on the basis of time and cost,

some additional 0ysical models may be considered for evaluating noise

transport in the gun region.

The results given in Chapter V have indicated that the 3z field

compoenot plays a major role and if EZ is ade equal to zero, the
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perturbations will remain constant in magnitude. Because a filamentary

beam model is discussed here, it is not clear as yet how these results

will be modified when several trajectories are considered simultaneously.

It would be interesting to extend this analysis to wider cathodes and

this corresponds to consideration of several trajectories simultaneously.

The larger values of the growth factor violate the small-signal assump-

tion used in deriving the determinantal equation. This would require

extension of the small-signal analysis to a large-signal analysis of

beams with wider cathodes. A wider cathode may be simulated by a finite

number of electron trajectories. A density method analysis considering

several velocity classes would be quite useful in the study of noise.

For a low-noise device it is necessary that the beam should not

be of a cycloiding nature and from this point of view the gun design is

quite important. The results given in Chapter V have indicated the

regions of a beam which are most susceptible to perturbations and this

would require a new type of gun which eliminates those regions for which

(do /dy)/ o < 0.

It has been found from the results of the Monte Carlo analysis

that the larger noise figures are due to a wide range of velocity fluc-

tuations and it is anticipated that this is due to the mixing of elec-

trons from one layer to another in the beam. This illustrates the

importance of a laminar flow. For this reason a Monte Carlo analysis for

a Kino gun would be very helpful. The effect of the a-c z-component

field due to the current fluctuations as a result of an open-circuited

diode for a Kino gun model may be considerable. This analysis of the

Kino gun model may be extended to small lengths in the interaction region.

ae
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The computations of the various noise parameters for the

remaining rectangles would give some additional information about the

noise transport.

The experimental investigation has indicated that r-f signal does

not grow in the interaction region. This may be partially due to some

beam collection at the earlier regions of the anode and sole. For this

purpose it will be worthwhile to extend this investigation with a number

of anode and sole segments; of course, if a laminar noncycloiding beam

is obtained, this may not be as important.

The measurement of electron equivalent temperature was limited

in the interaction region only. This is due to the fact that the r-f

probes in the gun region are almost parallel to the beam and this

requires relatively higher d-c voltages on these probes. This would

modify the beam characteristics and is not desirable. It is felt that

by making these probes L-shaped, this study could be made in the gun

region also.

Whether the r-f signal is due to coherent oscillations or due

to some injected r-f signal, it is noticed that the r-f output may be

considerably controlled by appropriately adjusting the d-c parameters.

This knowledge is very helpful in designing practical devices. 1hether

this would also reduce the electron equivalent temperature or not gould

require such measurements at various points along the beam in the gun

region. An r-f study based upon this orientation would be extremely

helpful in further understanding noise transport phenomena. A reasonably

large size crossed-field diode scaled appropriately for this study would

be very useful. In such a case it might be convenient to determine the

radiation characteristics of the probe and thus the effective modulation
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of the beam. This will help in obtaining some quantitative agreements.

The modification of the probes to extend this study to higher frequencies

is also deemed necessary.

Some studies not reported here have led to a transmission-line

analogy2 5 of crossed-field beams. By using analogous techniques as used

in 0-type devices a perturbation at an angular frequency may be increased

or reduced effectively as desired. This study may be extended to some

special types of transformers for noise reduction purposes.

The study of r-f injection and propagation in the gun region with

a multi-cathode structure and with different types of guns would be of

considerable help in the study of noise in crossed-field devices. This

may also suggest some new techniques for microwave amplification.



APPENDIX A. DERIVATION OF THE TIME PERTURBATION 5

In deriving coefficients given by Eqs. 2.25, a perturbation 5z

in transit time T is assumed. The equation for 5z is given by Eq. 2.21

and is derived in the following manner.

Integrate Eq. 2.12 step by step three times with respect to t

and introduce initial conditions on the velocity and acceleration param-

eters corresponding to the a-plane and designated by the suffix "a" to

evaluate the constants of integration in the three steps of integration.

This gives an expression for z. On the right-hand side of this equation

a perturbation 6 given by Eq. 2.20 is introduced and the various terms

are simplified. The second-order terms involving the product of two a-c

functions are neglected. Then z on the left-hand side of the equation

is cancelled with the d-c part of z on the right-hand side of the equa-

tion. on the right-band side the terms involving p are grouped together

and the coefficient of 8zis found to be the d-c part of i. Use is made

of Eqs. B.12 and B.14 to convert the two a-c components of the accelera-

tion at the a-plane to the other known a-c fluctuations at the a-plane.

After the various terms are grouped in an appropriate manner, the

following relation is obtained:

1 + + 5 a
- I dc 8 e z1 al 2 +yaxb a b4 +tl8

I (A.1)

The general procedure used in deriving Eq. A.1 is very similar to

that of Llewel.yn and hence the minor details are omitted. The various

functions in Eq. A.1 are given by
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and

Hef e, J[(n ± )wcT12 e ± C .(A. 13)

The first and the second suffixes correspond respectively to the upper

and lower signs on the right-hand side of the above equations. It should

also be pointed out that in the expression for z there are terms of the

type exp jwt aand in these terms ta is substituted from Eq. 2.20. The

functions N and R are given by Eqs. 2.15 and 2.23 respectivelyt while

the functions H1 and H3 are given by Eqs. C.11 and C.12.



APPMNIX B. DERIVATION OF IN~ITIAL CONDITIONS

In the derivation of Eq. 2.21, the initial conditions given by

Eqs. 2.22 are used. These initial conditions are derived in the f'ol-

lowing manner.

From the equations of motion given by Eqs. 2.1

E = Y (B.l1)y ci1

and

E s-( w' (B.2)

The total y-component of current density including the convection

current density and the displacement Qurrent density is given by

yT yT+c t B3

or

where the following definition has been utilized:

similarly

IT O + R - coc) (B.6)

At t a t



T"y e (D l a Cos a (B-7)

and

IT KI+1e )sinc 6 (B.8)

whereff iE given by Eq. 2.15. By assuming sinusoidal variations, Eqs.

B.4 and B-7 may be used to give, for t ta

axa

where

T y+ aea (B. 10)
y a a

is assumed at

t =t (B.11)a

Equation B.9 is solved for a, which is given by

1 Cos &( we a,) (B.12)

Similarly, by assuming

jWta
=T q + qz (B.1.3)

z a ax

for t -t aand mskimg use of Eqs. B.6 and B.13, the following is

obtained:

I s(1 in -% + J w ) (B.14)



APPENDIX C. DERIVATION OF THE MATRIX COEFFICIENTS FOR

NOISE TRANSPORT EVALUATIONS

The various coefficients for evaluating the noise transport from

the a-plane to the b-plane (see Fig. 2.1) are given by Eqs. 2.25. These

coefficients involve i in the denominator. In this appendix a brief

summary of the procedure for deriving these coefficients is given. The

procedure for deriving the coefficients given by Eqs. 2.35 is very

similar and will not be discussed. In both cases the general procedure

for deriving these coefficients is similar to that developed by Llewellyn

for the case w = 0.c

From Eq. B.4, the a-c part of the equation may be written as

Jwt = ge j  o- . (C.)

Similarly from Eq. B.6

q eJ e sin TT( , (C.2)

where use is made of Eqs. 2.7. The expression for is obtained by

integrating Eq. 2.13 and introducing the initial conditions corresponding

to t = ta at the a-plane, and then introducing the time perturbation

given by Eq. 2.20; is obtained by integrating Y and introducing the

initial conditions as before, and then introducing the time perturbation

5z; E is obtained by integrating Eq. 2.12 and introducing the initial

conditions, and then the time perturbation bz. Similarly I is obtained

by integrating Y, the initial conditions are introduced followed by the

perturbation. W e for ait i

-358-
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convenient to consider expression Y + wet and 7 - W y, rather than con-

sidering P, !, and i separately. The terms are then differentiated

with respect to t and the terms grouped together after using Eqs. B.12,

B.14 and A.1 to obtain the coefficients in the final form.

Similarly expressions for Yb and ib are derived by introducing

perturbation 6 in expressions for and i respectively. Use is made of

Eqs. B.12, B.14 and A.1 to give the coefficients in the final form. The

coefficients a , a , a and a , which are rather restricted to the
21 31 41 5

physical model discussed in Section 2.1, are given by

UD
2T2 Si a JwTaa = JR -(H -SH +

21 [3 2JR 2

SH F +F -F-)F )i" - F-F +JFi-JF

H sin -aTcosZ "jPc% 1
2- J R e, ( C 3 )

a 1 -RJR H H c ec
831 3 23R e)cos(-+)

r He a R7 F3+F- JF-F j 1  e5

F -F +JF3F 1  J s+ wCT sina -jRw TF1F+Js (1 F 1e  e-J5 + co e (C.4)
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The first and second suffixes correspond to the upper and lower signs

respectively. The functions denoted by F, G and H are defined in

Appendix A and R is given by Eq. 2.23.



*i APPENDIX D. REDJCTION OF NOISE TRANSPORT COEFFICIENTS

TO VAN IXJZER'S COEFFICIENTS

Equations 2.25 and 2.34 represent the matrix coefficients given

by Eq. 2.24. These coefficients are useful in evaluating the noise

transport in crossed-field devices and the choice of one form or the

other depends upon the selection of one of the two velocity components

provided the small-signal assumption is not violated. It was noted in

Section 2.1 that Van Duzer" has also derived similar coefficients in

terms of for the Kino gun model and the use of these coefficients is

restricted to the gun region only. Furthermore, Van Duzer does not

consider the contributions from the z-component of the a-c current den-

sity. For an open-circuited diode some of Van Duzer's coefficients do

not show any dependence upon the signal frequency, while the other

coefficients vary either proportionally or inversely proportionally to

the signal frequency. Van Duzer's coefficients do include one phase

term given by exp-j(w/w c) and this is why only the magnitudes of these

coefficients will be considered.

In this appendix it is shown that the set of Van Duzer's coeffi-

cients for an open-circuited diode is a special case of the corresponding

set given by Eqs. 2.34 when the Kino gun's model is considered and c is

assumed negligible. Since Van Duzer's coefficients involve in the

denominator, the coefficients given by Eqs. 2.34 are considered only for

this illustration. For this purpose Van Duter's matrix relation for the

open-circuited diode is rewritten as
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Fkb 22 A23 A24 Fa

b3 33 34

b 42 43 44- 8 (al

Van Duzer's "oordinate configuration is altered to correspond to

that shown in Fig. 2.1 and the coefficients in Eq. D.1 are written in

capital letters to distinguish them from the coefficients given by Eqs.

2.25 and 2.34. By considering only three variables given in Eq. D.1,

Eq. 2.24 is written in a reduced form as

b a55 53 54 a
!'bl= d a a

at at qaYb35 33 34 %

a'' a a' a (D.2)
Lb45 43 a44 a -

In order to show the reduction of the coefficients given by Eq.

D.2 to those given by Eq. D.1 for w -#0 and the Kino gun model, the func-

tions W , W 3 and W4 given by Eqs. 2.26 are considered. These func-

tions reduce to the following for the case of w = 0:

W _ i- cos e (D.3a)

W 2 = 0 , (D.3b)

W = sin 9 (D.3c)

and

w4 1w -ginG . (D.3d)
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The following equations are also obtained for w =0:

2OB0.- (D.4a)

and

+ 5)(D.i4b)

where

9 = (D.5)

and F functions are defined in Appendix A.

By using Eqs. D.3 through D.5, the coefficients given by Eq. D.2

reduce to the case off w =0 as

at - sin 9 + Cos 9 (D.6a)

at e 1(I -Cos 9) -sin 1 D.b

a!54  (I Co ,)si (D.6c)
C

ame 0 RCC 2 w (+ )sine , (D.6d)

a' =1 ~(o l + COS 19 (D.6e)



-366-

me
a' = j-2  i 1(co5o-.) , (D.6f)
34 j_

a = 0 , (D.6g)

a! = 0 (D. 6h)

and

a' = 1 , (D.6i)
44

where the equation

Y = U , (D.7)

which is used in the Kino gun model, has been used in obtaining Eqs. D.6.

It has been mentioned above that Van Duzer's coefficients include one

phase tens given by exp[-j(u/wc)e]. This phase term reduces to unity

for c - 0 and under these conditions the magnitudes of the coefficients

given by Eqs. D.6 are the same as those of Van Duzer's corresponding

coefficients defined by the matrix relation D.l. It was noted in

Section 2.1 that for the case of an open-circuited diode, the coeffi-

cients given by Eqs. 2.25 and 2.35 correspond to those for a general

case and this is why the reduction of the primed coefficients to the

corresponding Van Duzer's coefficients is discussed only for the case

of an open-circuited diode.



APPENDIX E. DERIVATION OF EX-ESSIONS FOR E AND E
z Y,

In order to derive the a-c voltage induced at the b-plane as a

result of the a-c fluctuations it is necessary to know the a-c expres-

sions for E and E and then the a-c voltage is determined by the
relation

T T

Jdv rE z11 dT + E Y dTJ (E.1)

0 0

where T refers to the transit time between the a and b planes. From the

a-c parts of the equations of motion E and E are given byz Y

nE = y + (E.2)

and

- E = -c Sr " (E.3)
Z 1 Cl

For determining Y, 1, 11 and k, a perturbation 5z given by Eq. 2.20

(or 5y given by Eq. 2.31) is introduced in the expressions for Y, £,

and i and the a-c terms are grouped together to give

- IEYb E 1 + E A + E 3 q + E4i + E (E.4)

and

- YIE E EI + E q + E + E i+ E (E.5)zb a 7  a 6ayai a a 1 ".

Suffix 1 has been omitted in Eqs. E.A and E.5 for the sake of

convenience and the various E coefficients are given by
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E +Wo!( H UPCT2 e.'&CT sn Ha+H 7
w~*~H H3 23R /2jw

FSOF47JF -JFG 1)e F-F 4+JF-3JF
+ 2LS 4 3 5 2

F + -1-W E7

CX C

-3-&WP4 (E.8)

L WZ (Ej

E5 =F ~ '2] (E.1o)
7+0 4J+ W c

iC

4 w ,F
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2T2  -jRw T H 
EH w e c ]sin 5e1 3 23E 2 we

F+F-JF : ( + + F3-F 4 +JFS-jF e

WCTCoe sin a -ja~T
e , (E.U3-)

-JR%~

E w 2 + (E.12)

and
r 7"u

= a - wF +w2 j_ F (E.1)

The sinusoidal variations as exp Jwt are understood. The

expressions for E and E in terms of 9' are given by
Yb zb

E 9 +nd (E.14)

andI __
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IE El + l qz+ h"ya +Not EE.17)
z b 6 7 ~a 8 a a A

where

(02T2  -3PocT 1 H 8+H7
E ( e 3 3 7

- #si. -

cos +Tsin -JecT
c e C , (E.18)

JWc

F +wiF F 2 F 
(E19El - W - 1I (E.192)

L2 Fw _o +ic'w ]~ c

3 _T J tW c

E' = - y WC +WjW (E.21)

Y~w* F W1El w -= J (E.22)
5 w 2 c

'A
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F 1 H+HB

LC 2 23R 2j

-3F 3F8 F7 +JF JF8(1

2jo ol + 7(1" ) j 2J--- co e

+F-F- F c (i + ) ef( + Fs-F4+J"FeI- e j_

wcT cos - sin N -JRT 2

C- C

JRW e , (E.25)

E = [ "' c_- '  + e'J~T
I- , y + W2 J 1k E.

F 2 11

T-wW F4 W
E = C - "J COIw (E. 26)% (?..T

and

o nC - j • (E.27)

The F functions have been defined in Appendix A; H functions have been

defined in Appendix C; W functions have been defined by Eqs. 2.26; and

R is defined by Eq. 2.23. The functions "m,', Y, 1, Y and i refer to
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the d-c quantities and their selection depends upon the physical model

under consideration.

The equivalence between the primed and the unprimed E coefficients

is evident when "i = y = - = 0 for the ideal conditions in the inter-

action region. This is similar to the equivalence between the primed

and the unprimed noise transport coefficients. Again, as in the case

of the noise transport coefficients for the case of an open-circuited

diode when I = 0, these E coefficients can be used for any physical

model and the expressions forT, 3, Y, Y, i and j are used accordingly.

In general, as in the case of the noise transport coefficients, the

unprimed E coefficients are more useful than the primed coefficients.



APPENDIX F. DERIVATION OF THE THREE-DIMENSIONAL

SPACE-CHARGE POTENTIAL

In Section 6.7 it was pointed out that the Monte Carlo technique

for evaluating the noise transport takes into account the actual elec-

tron distribution in the diode. For calculating the trajectories and

velocities of the several electrons distributed in the diode, it is

necessary to develop expressions for the space-charge voltage and fields

in terms of the number of electrons, which depend upon the y-z coor-

dinates of the various electrons and the test point under consideration.

In Section 7.2 the division of the diode into a finite number of

rectangles is described and the various electrons in each rectangle are

assumed to be concentrated at the center point of the rectangle. First

the space-charge potential due to a charge q at a point (x ,yi,z ) is

determined and then superposition is used to determine the potential at

a point (x,yz) due to all the electrons distributed in the diode. It

was noted in Section 6.7 that the expression for space-charge potential

using the Green's function was also derived by Gandhi and Rowe 3l and

has been modified to suit the requirements for this problem. The

Poisson's equation for a single charge q at a point (xjyjzj) is given

by

V = 5(x-x) (y-y) ) . (F.l)

This charge is located in the elementary block of volume h dyjdzj shovn

in Fig. F.1. With the boundary conditions

V 0 fo0 x0,x =a (.2)
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dy o 
N

FIG. F.1. SPACE-CHARGE DISTR~IBUTION IN AN ELEMENTARY

BOX OF VOIMJE h dyr dz 0 .
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and

V =0 for y =0 y = d (F.3)

and by using the method of separation of variables for the homogeneous

part of Eq. F.1, V is given by

V = - sin md sin n.a Z(z) , (F.4)d a
mn

where Z(z) is a function of z coordinate only and includes the arbitrary

constant. By substituting for V from Eq. F.4 in Eq. F.1, multiplying

the resulting equation by sin(mny/d) , sin(nitx/a) on both sides and

integrating with respect to x and y within the limits

0 < x < a

and
0 < y < d (F.5)

the following is obtained:

d2 md--M)2 (nn ad Z(z) -Ix sin nxj 5(z-z

(F.6)

Euation F.6 can be solved by a one-dimensional Green's function to

give

v = N (m2a2+n2d2 -1/2 sinmn-_ sin -'x sin M sin nt
ice L d a d a

m n

- (M2a2+n2d2)1 /2 IZz _Z7"
Bye s t fr.7

By substituting for q, as
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q=p 0dxj dy j dzj , (F.8)

and assuming that p is not a function of x,, Eq. F.7 can be integrated

with respect to xj within the limits a-h/2, a+h/2. Then substituting

for Po as

lel N 
(Po " h dyj dzj (F.9)

the expression for space-charge potential is given by

V~~ ~ 7c (&Yz )j (M2a2.+n2d2)-1/2 a- sin MIJsnMrVsc , = ire n._ d d

s n nnsn ~h ma 2.0d2-
sin2 RE sin 2- e N3  , (F.1O)

where x = a/2 is substituted and summation over j is made to include all

the rectangles, N referring to the number of electrons in the Jth rec-

tangle. For crossed-field devices (d/a) << 1 and the approximations

1 = 1

(m2a2+n2)-1/2 1. -n- (F.ll)

and

(m2a2.n2d2)1/2 . ma + nd (F.12)

may be made with reasonable accuracy. The errors involved in these

approximations have been discussed by Gandhi and Rowe and a reasonable

compromise between the computer time and the accuracy can be achieved.

The summation over m and n can be made by using different forms of the

following equation:

Xn e= j(F.13)

n-1-



for X < 1 and a real to give

du~ I - d I

1-ge d IZZI-2 e - JZ.~ CoBs (Y-yi)

-WcN (F.14~)

where W scis defined by Eq. 6.25.

For derivation of the space-charge fields, the expressions for

E YCand E z care written directly from Eq. F.10 to give

E 4j1snmIryJ sin MA sin2 
R-A sin nnch

m cM nnr d d 2 2a
j m n

A (m2a2.+n2d2)1/2 lZ-Z 1 I~

(F. 15)

and

Ey 41210  (M2a24n2d2)1/2 MtSnM CoB M9 i2 S

-±(M2a2+n2d2)1/2 lZz I
-sin nthe ad NJ ,. (F.16)a

where the minus and plus signs in Eq. F.15 correspond to the conditions

of z >z 1 and z < z respectively.
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Summation over m and n is made as above to give

z sc zsc-j

and

E NE NJ,
- Ysc-i

where the expressions for E sc and E z cJare given by Eqs. 6.26 and

6.27 respectively.



APPENDIX G. AVERAGING METHODS FOR VELOCITY AND

CURRENT-DENSITY COMPONENTS

In Section 6.9, F-Apressions for the a-c fields are developed in

terms of the instantaneous and average velocity components corresponding

to the ith rectangle. The expressions for the a-c current density com-

ponents are also der 4 ved in terms of the instantaneous and average

current-density components corresponding to the ith rectangle. It was

shown in this section that for a one-dimensional case for O-type devices

the current density can easily be computed in terms of the number of

electrons crossing a plane per unit time and per unit area. This tech-

nique cannot easily be applied for a two-dimensional case when the

electrons move along the y- and z-axes. For this purpose the current

density and velocity components are taken as

jy P0

and

Jz= P " (G.1)

This involves computation of only three variables, namely J yJz and Po

or ', i and p0  Thus the computation time and the size of the memory

required for the Monte Carlo analysis can be reduced considerably. Even

though this numerical evaluation does involve some correlation between

the velocity and the current-density components, it is far better than

using any other rather complicated process which may also involve a

considerable amount of computer time and the size of the memory required.

The instantaneous values of t, - end po are defined as
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nk

i(t i) 1 l(t,,n k) (G.3)

nk

and

e (t.d 1 Ni(t 1) (G.4)

where the various terms have been defined in Section 6.9. It is also

mentioned in Section 6.10 that these instantaneous values represent

the average values averaged over a time interval At between time ti and

t i + At. By using Eqs. G.1 through G.4, the instantaneous current-

density components are given by

l t el i(t,,n) (G.5)

Jyi(t) = " hdyi dzi _ k

and

J5 (ti ) - (tin) (G.6)

Sh dy i dzi u k
nk

The following two cases are based upon different definitions of

the averaging processes for evaluating the d-c and a-c velocity and

current-density coiponents.

A
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Case A. For this case define

N =(tv .° )  (G.7)
t i i  n k

,t) i (t.'n (G.8)

t i  n k

and

an0 ( o - L h dyi i Ni(ti)
t 
i

le(N )i
h= yi d z i  • (G.9)

From Eqs. G.1 and G.7 through G.9, the following equations are obtained:

(JYo p= ( i (to)i

lel(N 0 )1  t (tin 1 (G.1)
Lhdy idz iL Ni(t) i k

and

lol(No)
iLhdyil dz, N, t,) nk 'k] 031
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The a-c variables are then defined by the following'equations

(using Eqs. G.2 through G.11):

Si(ti) = (tn - ) ,(t , (G.12)

nk t i nk

i(t = i(tnk). I Nk t(t) nk ,(G.1)

N (t1 N=ti - h

Niti k  t i n k

( t i  jej (No) [i (t Vitnk)

y±&zh Ndy, (it(t±
I n k

(N)i _ _ 7 i(tn)l (G.I4)

L LNi(t) , i kJ

t i  n k

and

S(t le (N 0 1lel ~
Z I hld I z N(t o k

In
k

(N- (ti'nk)]L, (G.I,)

L Ni(ti) I
t i n

where the weighting functions (No )i/Nti) in the expressions for Jyi(t,)

and Jz (ti) are Introduced so that the average values of I Y(ti) and

z (ti) averaged over L unit intervals of tim tend to be of zero value.



Case B. For this case define

(Zo)i  -- ti ,z .) , (G.16)
(0)± t n

± i

(0o) ± (No)iL ( Z * at,nk) (G.17)

and

(P0 )1  - hded j N (t) (G .18)
(%i L h dy i dzi - i. i)" ..

t

From Eqs. G.1 and G.16 through G.18 the following equations are obtained:

(J) = ( ( L h dyi dzi )  i(ti'nk)
ti nk

and

-- (po~"Lhd; dzi L d i kz° ti n k

The a-c variables are then defined by the following equations:

( ( l(ti) (Ni t n

N
1

(t
1  Z ±(tink) (N

0
)

1
L Y' i(t±,nk)lni k itI

(G.21)



= - h dy z 1(k)]nk  t i n k

and

~zit± = h dy, dzi Z lt±nk) L i z z ±(ink)n k  t i , k

i (G.24)

where the weighting functions Ni(ti)/(No)i in the expressions' for ji(ti)

and li(ti) are introduced so that the average values of Yi(ti) and

YY(ti) averaged over L unit intervals of time tend to be of zero value.

Thus the basic difference between the two cases is the manner in

which the velocity components are defined. In both cases it becomes

necessary to introduce weighting functions either with the instantaneous

current-density components or velocity components for the reasons given

above. The use of the weighting function in the two cases discussed

above can be avoided by using a method for averaging based upon a

combination of the two cases. This involves more computing time and

the size of the memory required is also increased. The selection of

Case A or Case B depends upon how the various parameters are computed

and the consideration for computer time and the memory size required.

For Case A, it can be seen from Eqs. G.7 and G.8 that two extra divi-

sions are necessary for each unit interval of time, while for Case B

only two additional divisions are required. Since (N )1 has to be com-

puted for evaluating (po) selection for Case B has been made for..the-

present analysis.



The above two cases are discussed when the number of electrons

and the velocity components for the ith rectangle are to be determined.

Similarly the two cases can be discussed when the number of electrons

and current-density components are to be determined; the velocity com-

ponents being determined from the current-density components. Essen-

tially, the two techniques are identical and the selection of one or the

other is arbitrary.



APPENDIX H. DERIVATION FOR THE FINAL POWER SPECTRUM

FOR FINITE DISCRETE DATA

An expression for final power spectrum is given by Eq. 7.6 in

Section 7.2.2. This expression is useful in considering the numerical

value of the unit time interval. A detailed derivation of this

expression is given by Dayem and Lambert 2 2 and a brief summary is given

here for the sake of continuity.

The power spectrum P y(f) for the auto-correlation function C(v)

for a discrete data is given by

y(f) = fAt ' 5 (v-nAt) C(v) e J
MdT , (H.1)

-( n=-=

where -5 (v-n~t) is the Dirac delta function. The right-hand side of

Eq. H.1 can be written in the form of a convolution integral of the

Fourier' transforms P and 5(f - n/At) of C(T) and At Z 5(T'nt)
y -0n=-o(-nt

respectively, by

y (f (f-v-nf ) Py(v) dv
n=-=

= P (f) + P' [(f-nf ) + Py(f4Utf (H.2)

The part of (f) in the ranp 0 < o/2 is xwmn as the principal part

and P (f) is usually called the "a34ased" spectrum22 of thE process
y

because the power density at frequency (f'nf 0 ) in the true spectrom

Py(f), Vere n - 1, 2, ... a I lmed at f' in the prIncipal pert of
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y (). It is obvious that the true spectrum P y(f) cannot be recovered

from the aliased spectrum Py(f) unless the former vanished for

jfj > f 0 /2. It can be seen from Eq. 7.5 that, by considering the various

variables such as the velocity and current density as average values

averaged over the time interval At, the spectrum P y(f) attenuates for

large values of f. Thus the effect of aliasing can be neglected if

f «f << 1.

For the finite data, the notion of a lag window has been intro-

duced in Section 6.10. The power spectrum P(f) of the modified auto-

correlation function is given by

P(f) f Q(f-0 Py () d ,± (H.3)

-W

where y (f) is the Fourier transform of C(T) and is defined by Eq. H.l.

By substituting for Q(f) from Eq. 6.63 the following is obtained:

P(f) = 'y(f) + ~~~ +#*1)+~~ 1 (H.4

where P y(f) is given by Fq. H.3 when Q 1(f) defined by Eq. 6.64 is substi-

tuted for Q(f). This corresponds to considering a lag window2 2 defined

Eq. 6.65. From Eq. H.4 it can be seen that the modification of the

auto-correlation function C(T) by the time function D(T) is equivalent

to a smoothing of the spectrum in accordance with the rule shown in

Eq. H.. It is also mentioned in Section 6.10 that because of the

smoothing in the neighborhood of frequency f there are considerably

overlapping frequency regioms if I2 - f II < 1/2Tm However if

If2  f 1I iy t. oewlp i smll.Thus the parameter lft can be
'f2 f~l 1h te Oerla i& =11
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considered to give resolution in cycles per second. Now by using Eqs.

7.5, H.2 and H.3, the following is obtained:

m (sin , (f-nfo) At >2

P(f) Q(f)* s t(f-nf 0)At 2 P(f-nf)

n=-0

Q)*[ ( sin 7tf/±' 2 CO O 1fU

)2 L'\ 0r/0  (H5)

where the sign * means convolution and f = i/At. For Ifl = 0.1 fo0

Eq. H.5 is reduced to

P (x9 )~ (1.1f 0 xl9o
P(f) = Q(f)* Px(O.ifo ) + 81 121 + 361 +

(H .6)

where f

o =1 for f < 0.11f(H7

is assumed in Eq. H.6. For frequencies f' < 0.1 fo the denoinators in

Eq. H.6 would become even larger. Thus for our purposes when f < 0.1 f0

P(f) = Q(f)* Px(f) (H.8)

is a very good approximation.
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LIST OF S7MXOL

A, Correction factor used in evaluating i , value taken as
A1 - 1.01. c

Ai  Effective beam cross-sectional area of the ith rectangle, m2

Aij Space-charge constant, volts. (i = 0, ... , i,..., j 0,1,... J,...)

A y(') Cross-correlation function, watts.

a Effective width in the direction of the magnetic field, m.

aij Noise transport coefficients. (i = i,..., 5, J = 1,..., 5)

B Magnetic field intensity, webers/m2 .

B D-c magnetic field intensity, webers/m2 .
02

Bc  Cutoff magnetic field intensity, webers/m2 .

B Value of magnetic field for which the cathode current is
m maximum, webers/m 2 .

C('r) Auto-correlation, function, watts/unit ohm.

c Velocity of light, m/sec.

D Normalized distance variable defined by D = 2ne /(mo) ,Z
m.

D(r) Lag window defined by D(T) = (l+cositT/Tm)/2.

D Value of D for ideal injection conditions, m.

D Spatial scaling parameter.
1

d Anode-cathode spacing, m.

dz  Anode-sole spacing, ms.

d Cathode-screen grid spacing, m.

d i  Incremental value in y at y - yi, m.

dz Incremental value of z at z - zi, m.i
E Cmstant y-directed d-c field, volts/r.

0

x-caqmoeut of the total field volts/6n.
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E XT(ti) x-cociponerat of the total field at time ti, volta/n.
XT -opnn o h oa ied.vlsM

E Y y-ccuponent of the tota field, volts/r.

E Y1y-ccmponent of the d-c field, volts/n.

E ) y-conponeit of the sp-chiegd frteld it etagevlt/n

E z y-corponent of the ta field, volts/.

Ez y-cctnponent of the sp-chg field, volts/ rn.

(E (t ) -cmiponent of the tota field atr tie it etl, volts/

EZ. z-cociponent of the tal field, volt/r.

Ez ~z-cornponent of the dp-chag ield, volts/rn.

E z (ti) z-corponent of the ta field vots/rn. i vlt/

e Electron charge, coulaubs.

F(fli) Noise figure at frequency f for the ith rectangle.

F(s) Cumulative distribution function for emitting a number of
electrons.

f Frequency, cycles/sec.

f(s) Probability of emitting a electrons in time At.

G Diocotron gain, db/m.

G i Random number associated with the initial z-ccolponent

Gi velocity.

h Width of the cathode in the direction of the magnetic field,
rn.

1 boom current, anp.

I0 Bam current from the first cathode, sup.

02 Bem current fron the second cathode, amp.I0
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1 03 Beam current from the third cathode, amp

I Beam current from one of the three cathodes, for a gun-anode
OP parallel to the cathode,(in this case 1 01 02 03 OP I

amp.*0. 0 3 o

A-c beam current density amps/rn2

Defined by Ii = Ii e/mi 0 .

IDD-c beam current density, amps/rn2

Normalized distance variable def ined by ID I D elsii0 .

is Saturation beam current density amps/rn2 .

IT Total beam current density amps/rn2 .

Defined by 1 - 1T /mi0.

I yy-component beam current density, amps/rn2 .

IDefined byI = I e/me0y y y 0

IYOy-cornponent d-c current density, amps/rn
2.

Iz z-component beam current density, amps/rn2

I z Defined by Iz = I e/me0.

Iz z-component d-c current density, amps/n 2

J(ti) A-c current density vector at time t i for the ith rectangle,

(Jy0)~y-component d-c averaged current density for the ith

ji (ti) Total y-component current density at time t, for the
ith rectangle.

3~(tj) y-component a-c current density at time t i for the ith
i rectangle.

(j 5 ) -component aver ed d-c curre~it density for the ith
0o rectangle, amps/

jz (ti) z-ccmponent total current density at time ti for the ith.
irectangle, eftem'.
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Yz (ti) z-component a-c current density at time ti for the ith
i rectangle, amps/m

2.

k Boltzmann constant, joules/degree Kelvin.

L Total number of unit time intervals used for averaging.

M Maximum value of used in evaluating spectral power
densities.

m Mass of an electron, kgm.

(No) i  Averaged number of electrons for the ith rectangle.

Na Average number of. electrons emitted per unit time interval

from the cathode.

Ni(ti) Total number of electrons in ith rectangle at time t i .

N Total number of electrons in the jth rectangle.

n(v) Number of electrons per unit volume, 1/M3.

na Average number of electrons emitted per unit time interval
from each of the three different points on the cathode.

nk kth electron.

qy y-component total convection current density, amps/m 2.

y-component total convection current density at the a-plane,
qYa amps/m2.

y-component a-c convection current density at the a-plane,
* al amps/m2 .

yal Defined by qa a al e/mt.

q. y-component a-c convection current density at the b-plane.

qz z-component total convection current density, amps/m 2 .

qza z-component total convection current density at the a-plane,
amps/rM2 .

qz z-cceponent a-c convection current density at the a-plane,

Defined by fq e/1o.
alal al
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q z-component a-c convection current density at the b-plane,
'b1 amps/m2.

R Ratio of perturbation angular frequency to the cyclotron
frequency, defined by R m -/Oc"

Ri Random number associated with the initial y-ccnponent
velocity.

Random number associated with emission of si electrons in

ith unit time interval.

S(f,i) Haus's noise parameter.

s1 Defined by s= (-2: V +o2y2  MA2/kT.

s1'  Value of s 1 for ac = c c c "

s i  Number of electrons emitted in ith unit time interval.

Tm  Total time used for evaluating spectral power densities,defined by Tm = Mt, sec.

Tn Total length of the record, sec.

T Transit time, sec.

T-L Temperature limited.

t Thickness of the beam along the y-axis, m.

to Emission t.me of the electron, sec.

ta Electron entrance time at the a-plane, sec.

u Normalized y-component initial velocity.

U oi Averaged velocity for the ith rectangle, m/sec.

Normalized value of i c .uc

i(ti) A-c velocity vector for the ith rectangle at time ti, M/sec.

V(y) Potential as a function of y, volts.

V0  D-c anode potential, volts.

V0 1  Potential distribution in the potential minimum region, volts.

V0 2  Potential distribution in the gun region, volts.

VI Potential at y a Y1 .
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7 1(ti) A-c kinetic vector potential for the ith rectangle at time
tovolts.

VM Potential at the potential minium, volts.

VI Value of Vm atc we -O)cc, volts.

V T Total potential, volts.

V scSpace-charge potential,. volts.

V Normalized value of '

Vy Normalized value of i

v Normalized z-cornponent initial velocity.

W(f) Noise power spectrum in the neighborhood of the frequency
f., watts sec.

W 8CSpace-charge weighting function.

w length of the cathode along the z-axis, mn.

x x-cmzponent velocity, r/sec.

x x-component acceleration, rn/sec 2.

k~ti) x-ccrnponent velocity of an electron at time ti, rn/sec.

y-component velocity, nII/sec.

y y-couporient acceleration, rn/sec 2.

y Total derivative of y with respect to time, rn/sec
3.

(ti) y-cornponent velocity of an electron at time ti, rn/sec.

yo y-coordinate for ideal conditions in the interaction region,
mn.

y-cceiponent d-c velocity, r/sec.

UO i y-ccmnponent averaged velocity for the ith rectangle, ni/sec.

y-ccaponent a-c velocity, u/sec.

Yi y-ccuiponent a-c acceleration, 14/sec.

ia y-caiiponnt velocity at the a-piano, u/sec.

Yay-crnaporaent acceleration at the a-plane, u/sec.
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y y-component a-c velocity at the a-plane, r/sec.

y-component a-c aceleration at the a-plane, M/sec 2 .

'bi y-coponent a-c velocity at the b-plane, r/sec.

Pcr Value of y for which dj/dy = 0, m.

y-ccmponent initial velocity of an electron, r/sec.

"Y y-component ensemble average initial velocity, m/sec.

ii(ti) y-component velocity for the ith rectangle at time ti, r/sec.

i(ti) y-component a-c velocity for the ith rectangle at time ti,
r/sec.

i(ti,nk) y-component velocity of the nkth electron in the ith
rectangle at time ti, m/sec.

Initial normal critical velocity, m/sec.
c

yj y-coordinate of the centroid of the jth rectangle in the
Monte Carlo analysis, m. (In the density method analysis yj
refers io the y-coordinate of the jth plane.)

Ym Position of the potential minimum, m.

Ym Value of Ym for c - mcc, m.

z-component velocity, m/sec.

z-component acceleration, m/sec2.

T Total derivative of F with respect to time, m/sec3 .

i(ti) z-component velocity of an electron at time ti, m/sec.

zo  z-coordinate at which beam enters the interaction region for
ideal conditions, m.

io z-component d-c velocity, m/sec.

(io) i  z-component averaged velocity for the ith rectangle, m/sec.

z-cumponent a-c velocity, m/sec.

" z-caeponent a-c acceleration, m/sec2 .

ia z-component velocity at the a-plane, m/sec.

Za z-component acceleration at the a-plane, a/sec2 .
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ial z-component a-c velocity at the a-plane, /sec.

zal z-component a-c acceleration at the a-plane, m/sec 2 .

bi z-component a-c velocity at the b-plane, m/sec.

zi z-component initial velocity of an electron, r/sec.

"rz i  z-component ensemble average initial velocity, M/sec.

i(ti) z-component velocity for the ith rectangle at time ti, Dasec.

z-component a-c velocity for the ith rectangle at time t:i,M/sec ,

Y±(tink) z-component velocity of the nkth electron in the ith
rectangle at time ti, m/sec.

zj z-coordinate of the centroid of the jth rectangle (in tlne
Monte Carlo analysis), m. (In the density method analy=is
zi refers to the z-coordinate of the jth plane.)

ai Growth rate of the ith wave, nepers/m.

Phase constant defined by = c(t a-t )/2 - 0/2, radianes.

Propagation constant of the ith wave, 1ir.

Y i  Complex propagation constant, (7 i = ai+Jpi).

nE z (ti) y-component a-c field for the ith rectangle at time ti,
i volts/r.

5Ez (ti) z-component a-c field for the ith rectangle at time t,
volts/m.

Af Spectral bandwidth, cycles/sec.

At Unit of time, sec.

5 Maximum thickness of the beam along the y-axis, m.

5y Perturbation in transit time as evaluated from y-trajec-toryr,

sec.

B Perturbation in transit time as evaluated from z-trajec'-tory,
z sec.

e Free-space dielectric constant, farads/re.
0

Defined by il le/mI, coulombs/kgm.
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e Transit angle defined as e = wcT, radians.

e Value of e for which the effect of the initial velocities is
0 negligible in evaluating the electron trajectories, radians.

A(f,i) Haus's noise parameter for the ith rectangle.

X, Coupling coefficient which relates z-component a-c current
density fluctuations to the total a-c current density
fluctuations.

K2  Coupling coefficient which relates z-component a-c velocity
fluctuations to the total a-c velocity fluctuations.

Defined by r = gLt, I = 0,1,..., M.

90 Free-space permeability, henrys/m.

P1  Coupling coefficient which relates y-component a-c current
density fluctuations to the total a-c current density
fluctuations.

P2 Coupling coefficient which relates y-component a-c velocity

fluctuations to the total a-c velocity fluctuations.

](f,i) Haus's noise parameter for the ith rectangle.

p Total space-charge density, coulombs/m 3 .

PO D-c space-charge density, coulombs/m.

(p i  Average space-charge density for the ith rectangle,0 coulombs/ms .

P D-c space-charge density in the potential minimum region,
Pol coulombs/M3.

PO2 D-c space-charge density in the gun region, c6ulombs/m3 .

Pi A-c space-charge density, coulmbs/m .

This indicates the time for which the correlation functions
are evaluated, sec.

o(f,i) Self-power spectral density for the velocity fluctuations for
the ith rectangle, watts/unit ohm.

Phase constant defined by Eq. 2.8, radians.

*(f,i) Self-power spectral density for the current fluctuations for
the ith rectangle, watts/unit ohm.
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nr(y) Normalized normal velocity neglecting the initial velocities.

0Perturbation frequency, rad/sec.

Omp Plasma frequency, rad/sec.

Oc Cyclotron frequency defined by 0 c = IB, rad/sec.

Cutoff cyclotron frequency for the cathode-anode diode,° cc rad/sec.

'ccs Cutoff cyclotron frequency for the cathode-screen grid diode,
rad/sec.

4I-
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